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Abstract: The paper explores two phenomena related to artificial intelligence: deepfakes and the
concept of the AI personhood, analysed through the ethical framework of Catholic Social Tea-
ching. The analysis is grounded in three key dimensions of the human person as an ethical subject:
rationality, corporeality, and relationality. The paper highlights selected threats to human inte-
grity within these dimensions. The phenomenon of deepfakes is presented as a threat to human
rationality due to the increasing difficulty in recognizing manipulated content, declining trust
in information, and the ease of generating such material with widely accessible AI tools - factors
contributing to a growing crisis of truth. The threat to human corporeality is identified in the
form of digital identity theft enabled by AI technologies, leading to a crisis of human dignity and
a diminished sense of personal security. As a threat to relationality, the article discusses the use of
Al systems as substitutes for interpersonal companionship in line with the idea of the AI person-
hood, which exacerbates the breakdown of social relationships and fosters inner emptiness and
alack of mutuality. The primary aim of the article is not only to describe these emerging threats but
also to respond to them by highlining the integrity and dignity of the human person.
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Wraz z coraz bardziej dynamicznym rozwojem technologii generatywnej sztucz-
nej inteligencji (ang. artificial intelligence — AI) czlowiek staje w obliczu wyzwania,
ktdre jawi sie jako zupelnie nowe i pod wieloma wzgledami trudne do zrozumie-
nia. W tym zjawisku, jednym z najbardziej niepokojacych, przybierajacym coraz
bardziej na sile, na pierwszy plan wysuwa sie niekontrolowany rozwoj technologii
deepfake, czyli tworzenia syntetycznych multimediéw za pomoca Al, w postaci
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plikéw audio, video oraz zdje¢, ktore stwarzajg pozory realistycznych materiatow’.
Cho¢ technologia ta ma szerokie zastosowanie w celach edukacyjnych czy arty-
stycznych, to jednak coraz czgsciej staje sie narzedziem manipulacji, dezinformacji
oraz naruszania godnosci osoby ludzkie;j.

Réwnoczesnie technologia deepfake pocigga za soba rozwdj koncepcji
tzw. sztucznej osoby (ang. AI personhood) lub, innymi stowy, osobowosci sztucz-
nej inteligencji, a wiec nadawania systemom Al cech osoby ludzkiej, takich jak
$wiadomos¢, sprawczo$¢ czy decyzyjno$é, zaktadajaca takze odpowiedzialnosé?.
Ta idea, choc jeszcze czesto jedynie spekulatywna, zyskuje coraz szerszy rozglos
w debacie prawnej, etycznej i filozoficznej. Coraz cze$ciej stawiane jest takze py-
tanie, czy AI mozne by¢ uznana za podmiot moralny, czy moze dziata¢ w sposéb
wolny i odpowiedzialny, a przez to by¢ uznawana niejako za byt osobowy?

Pytania te domagaja sie¢ odpowiedzi nie tylko w kontekscie technologicznym,
prawnym badz gospodarczym, ale przede wszystkim w kontekscie moralnym. Dla-
tego w niniejszym artykule przyjrzymy sie wspomnianym zagadnieniom w kon-
tekscie katolickiej nauki spotecznej. Podstawg analizy problemu antropomorfizacji
technologii oraz idacej za nim dehumanizacji czlowieka bedzie odwotanie si¢ do
przymiotéw osoby ludzkiej: racjonalnosci, cielesnosci oraz relacyjnosci.

1. RACJONALNOSC - DEEPFAKE ZAGROZENIEM DLA PRAWDY

Czlowiek jako istota rozumna posiada wielki potencjal intelektualny do pojmowa-
nia, ale takze ksztaltowania otaczajacej go rzeczywistosci. To wiasnie ta racjonal-
nos¢, jako element konstytutywny podmiotowosci czlowieka, pojawia si¢ wielo-
krotnie w nauczaniu Kos$ciota. W encyklice Fides et ratio Jan Pawet II pisal:

Wiara i rozum sg jak dwa skrzydla, na ktérych duch ludzki unosi si¢ ku kon-
templacji prawdy’.

Czlowiek wiec jedynie z pomocg rozumu i faski wiary moze zblizy¢ si¢ do
prawdy. W encyklice Caritas in veritate Benedykt XVI nauczal:

Odkrycia naukowe [...] wydajg si¢ tak bardzo zaawansowane, ze sklania-
ja do wyboru miedzy dwiema kategoriami racjonalnosci — rozumu otwarte-
go na transcendencje, albo racjonalnosci rozumu zamknig¢tego w immanen-
cji. Stajemy wobec decydujacego albo - albo. Jednak racjonalno$¢ dzialania

' Por. K. Payne, Deepfake [w:] Britannica, 2025, <https://www.britannica.com/technology/
deepfake> [dostep: 13.05.2025].

* Por. E Rhys Ward, Towards a Theory of AI Personhood, 2025, <https://arxiv.org/htm-
1/2501.13533v1> [dostep: 27.04.2025].

* Jan Pawel II, Fides et ratio, 1998, <https://www.vatican.va/content/john-paul-ii/pl/encycli-
cals/documents/hf_jp-ii_enc_14091998_fides-et-ratio.html> [dostep: 28.04.2025].
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technicznego, skoncentrowanego na nim samym, okazuje si¢ irracjonalna, po-
niewaz pociaga za sobg zdecydowane odrzucenie sensu i wartosci’.

Z cala pewnoscia mozemy zauwazy¢ wielkg aktualno$¢ tego nauczania
z 2009 r. Dzisiaj, by¢ moze w sposdb bardziej radykalny niz wtedy, mamy do czy-
nienia z ,racjonalnoscig rozumu zamknietego w immanencji. Racjonalnos¢ ta
odrzuca sens ludzkiej egzystencji i ludzkiego powolania oraz zatapia czlowieka
w poczuciu braku nadziei i w Zyciu w §wiecie pelnym wartosci pozornych. To wias-
nie w takim $wiecie coraz czgsciej spotykamy si¢ z wdrazaniem niebezpiecznych
technologii deepfake, ktore czesto sa owocem paradygmatu technokratycznego®.
O ile wytwory technologii deepfake moga by¢ czasami wygenerowane w wy-
niku tzw. halucynacji A%, to jednak coraz czesciej mamy do czynienia z celowym
tworzeniem spreparowanych tresci. Istnieje wigc niezaprzeczalnie jasna intencja
twdrcow wykorzystujacych technologie Al do tworzenia tego typu tresci. Moze
by¢ ona zwigzana z checig manipulacji opinig publiczng lub wywierania wptywu
na okreslone grupy spoteczne. Takie sytuacje s szczegdlnie niebezpieczne, gdy sy-
stemy AI dostajg dostep do mediéw z odgoérnie ustalong intencja: np. zniszczenia
kogos, poglebienia polaryzacji w spoleczenstwie lub pogltebienia niezadowolenia
spolecznego. W kontekscie odpowiedzialnego korzystania z AI w $rodkach spo-
tecznego przekazu wypowiedzial si¢ papiez Leon XIV podczas swojej pierwszej
audiencji dla dziennikarzy 12 maja 2025 .
Mysle tu szczegdlnie o sztucznej inteligencji, z jej ogromnym potencjalem,
ktora wymaga jednak odpowiedzialnosci i rozeznania, aby wiasciwie ja wyko-
rzysta¢ dla dobra wszystkich, tak aby mogta przynosi¢ korzysci dla ludzkosci.
I ta odpowiedzialno$¢ dotyczy wszystkich, proporcjonalnie do wieku i roli
w spoleczenstwie’.

Stowa te nabieraja szczegolnej mocy w kontekscie prawdy, ktérej srodki spo-
tecznego przekazu powinny stuzy¢ i o nig walczy¢. Jesli zamiast dobra wspolnego

* Benedykt XVI, Caritas in veritate, 2009, p. 74, <https://www.vatican.va/content/
benedict-xvi/pl/encyclicals/documents/hf_ben-xvi_enc_20090629_caritas-in-veritate.html>
[dostep: 28.04.2025].

> Por. Franciszek, Przemowienie do uczestnikow watykariskiego kongresu o sztucznej inteligen-
cji, 2024, <https://www.vaticannews.va/pl/papiez/news/2024-06/papiez-sztuczna-inteligencja-mo-
ze-zagrozic-czlowiekowi-potrzeb.html > [dostep: 29.04.2025].

¢ Zjawisko zwracania nieprawdziwych danych wygladajacych pozornie poprawnie zwigzane
ze specyfika dziatania systeméw Al Por. Y. Sun [i in.], AI hallucination: towards a comprehensive
classification of distorted information in artificial intelligence-generated content, 2024, <https://www.
nature.com/articles/s41599-024-03811-x?> [dostep: 10.05.2025].

7 Leon XIV, Przeméwienie papieza Leona XIV podczas audiencji dla pracownikow srodkow
spotecznego przekazu, 12.05.2025, <https://www.ekai.pl/dokumenty/przemowienie-papieza-leona-
-xiv-podczas-audiencji-dla-pracownikow-srodkow-spolecznego-przekazu-12-maja-2025/> [dostep:
14.05.2025].
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i odpowiedzialno$ci za prawde czlowiek zwraca si¢ ku swoim partykularnym
interesom, uzywajac systemow Al w celu rozpowszechniania falszu, wtedy jego
dzialanie staje si¢ niejako anonimowe, a idgc dalej - staje si¢ dzialaniem systemu,
czyli ,podmiotu” nieponoszacego odpowiedzialnosci za poszanowanie prawdy.
Racjonalno$¢ osoby ludzkiej zaktada odpowiedzialnos¢ za prawde oraz pragnie-
nie prawdy. Jednak czlowiek odcinajgc si¢ od prawdy jako wartosci niezmiennej
i podstawowej, zaciera granice miedzy rzeczywistoscia a fikcjg, tworzac iluzje ra-
cjonalnego podmiotu w postaci systemow Al Taka podstawa zagraza integralno-
$ci istoty ludzkiej na wielu polach. Prawda, ktéra w sposéb powszechny zostaje
rozmyta, traci swoj sens.

Wspolczesna kultura, pomimo licznych pozytywnych aspektéw, narazona jest
na ryzyko utraty sensu prawdy, co prowadzi do sceptycyzmu i relatywizmu®.

Jesli informacje, z ktérymi czlowiek na co dzien obcuje, okazuja si¢ przewaz-
nie nieprawdziwe, to po pierwszym dramacie karmienia si¢ falszem, przychodzi
drugi - brak zaufania do jakiejkolwiek informacji. Wzrastajacy sceptycyzm i rela-
tywizm, o ktérych pisat Jan Pawel I1, pociagaja za soba szkody psychiczne i ducho-
we dla czlowieka i catego spoleczenstwa.

Aby moc okresli¢ rozmiar tych szkdéd i sprobowaé zrozumie¢ mechanizmy
je powodujace, przyjrzyjmy si¢ niektérym badaniom prowadzonym w kontekscie
wplywu technologii deepfake na ludzka racjonalnos¢.

Jako problem podstawowy, zwiazany z samg istotg technologii deepfake,
jawi si¢ nam kwestia ludzkiej zdolnosci odrdznienia jej wytworéw od materia-
téw opartych na faktach. Jako zrédlo reprezentatywne dla obecnej skali proble-
mu na pierwszy plan wysuwa si¢ przeglad 56 artykutéw zawierajacych publikacje
wynikéw badan tego zjawiska, opublikowanych w grudniu 2024 r. przez zespot
badaczy z LVR University Clinic Essen, University of Duisburg-Essen oraz In-
diana University’. Analiza oparta zostala na grupie 86 155 badanych pod katem
umiejetnosci okreslenia prawdziwosci materialow, takich jak teksty, obrazy czy
tez nagrania audio i video. Wyniki wskazuja na 55,54% skutecznosci badanych
w rozpoznawaniu deepfakeéw. Najwigksza skutecznos$¢ widoczna jest w kontekscie
oceny prawdziwo$ci materialéw video (62%), nieznacznie mniejsza materialéw
audio (58%), natomiast najnizszg skutecznoécig charakteryzowaly si¢ materiaty
tekstowe (52%). Wyniki bliskie 50% wskazuja na skutecznos¢ zblizonga do losowe-
go okreslenia prawdziwosci materialow. Ukazuje to tak naprawde ludzka niezdol-
nos¢ do prawidlowej oceny podanych tresci, przynajmniej w ujeciu statystycznym.
Nieznacznie lepsze wyniki (wzrost z 6% do 12%) zostaly uzyskane na szkoleniach

8 Jan Pawel I, Fides et ratio, p. 5.

° Por. A. Diel [i in.], Human performance in detecting deepfakes: A systematic review and
meta-analysis of 56 papers, 2024, <https://www.sciencedirect.com/science/article/pii/S245195882
4001714> [dostep: 12.05.2025].
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dotyczacych technik rozpoznawania deepfakedéw. Natomiast duzym potencjalem
oceny prawdziwos$ci materialéw charakteryzuja sie narzedzia Al wspomagajace
rozpoznawanie deepfakedw. Pokazuje to jednoznacznie konieczno$¢ rozwoju ta-
kich narzedzi oraz wdrazania ich we wszystkich tych przestrzeniach, gdzie ludzie
narazeni sg na dezinformacje i manipulacje ze strony technologii deepfake. To wtas-
nie ludzka racjonalno$¢ i jej owoc w postaci wyspecjalizowanych systemdéw Al mo-
nitorujacych i rozpoznajacych materialy deepfake musi stawa¢ w obronie prawdy.

Kolejnym waznym elementem zwigzanym juz z samym obcowaniem czlo-
wieka z technologia deepfake jest spadek zaufania do wiadomosci publikowanych
w mediach, co w wielu przypadkach jest zasadne. Racjonalna natura cztowieka do-
maga sie wrecz filtrowania i badania publikowanych informacji. Jest jednak jeszcze
druga strona tego rosngcego braku zaufania. Badania wplywu deepfake na poziom
niepewnosci wobec mediéw'® wskazuja na spadajace zaufanie do mediéw spotecz-
no$ciowych. Autorzy wysuwaja jednoczesnie nastepujace wnioski: nasilajacy sie
trend powszechnej niepewnosci i podwazania wszelkich informacji moze prowa-
dzi¢ do wzrostu cynizmu i negowania informacji prawdziwych. Niezdolnos¢ do
zaufania nawet sprawdzonym zrédlom oraz zwigkszajaca si¢ niepewnos$¢ moga
wiec prowadzi¢ do degradacji dialogu publicznego i mie¢ szereg negatywnych
skutkéw spolecznych i moralnych.

Laczac zjawisko trudnosci rozpoznawania deepfakedw ze spadkiem zaufania
do jakichkolwiek informacji oraz z tatwos$cia generowania tego typu materiatéw
przez powszechnie dostepne narzedzia Al, stajemy wobec wielkiego zagrozenia
kryzysem prawdy. To wlasnie zagubienie ludzkiej racjonalnosci na rzecz osiagania
wlasnych celow przez tworcow, fascynacja czystym dziataniem technicznym oraz
oderwanie rozumu od wiary skazuje czlowieka na iluzje wlasnej wszechmocy'.

2. CIELESNOSC POGWALCONA A ,, UCIELESNIONA”
FALSZYWA TOZSAMOSC

Kolejng konstytutywna sferg osoby ludzkiej, obok rozumnosci, jest cielesnos¢.
Wedlug Jana Pawta II

Ciato bowiem, i tylko ono, zdolne jest uczyni¢ widzialnym to, co niewidzial-
ne, duchowe i Boze. Ono zostalo stworzone po to, aby przenosi¢ w widzialng

19 Por. C. Vaccari, A. Chadwick, Deepfakes and Disinformation: Exploring the Impact of Syn-
thetic Political Video on Deception, Uncertainty, and Trust in News, 2020, <https://journals.sagepub.
com/doi/10.1177/2056305120903408> [dostep: 12.05.2025].

' Por. Benedykt XVI, Caritas in veritate, p. 74.
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rzeczywisto$¢ $wiata ukryta odwiecznie w Bogu tajemnice i aby by¢ jej
znakiem®?.,

Papiez wskazuje na Boze zycie, do ktorego zaproszony jest czltowiek, przez
co otrzymuje on niezbywalng godnos¢, ktdra jest przymiotem calej osoby: duszy
i ciata. Ludzkie powolanie i tozsamos¢ realizuja sie wlasnie w ciele.

Cielesno$¢ jest dzisiaj zniewazana i instrumentalizowana przez nowe formy
niewolnictwa. Jedna z nich jest pornografia, ktéra instrumentalizujac czlowieka,
przyczynia sie do niszczenia godnosci ludzkiej — zaréwno twércow, jak i odbior-
cow tych tresci. Podczas spotkania z mtodzieza w 2018 r. papiez Franciszek powie-
dzial:

Pornografia jest przykltadem oddzielenia seksualnosci od mitosci, jest wyrazem
pogardy dla czlowieka, poniewaz go instrumentalizuje oraz czyni przedmio-
tem zabawy".

Czlowiek jako przedmiot zabawy staje si¢ ofiarg dehumanizacji, jest niejako
obdarty ze swojej godnosci.

Problem pornografii, znany od lat, nabral w ostatnim czasie nowego wymia-
ru. To wlasnie technologia deepfake przyczynita sie do rozwoju tresci pornogra-
ficznych, w ktorych, postugujac si¢ obrazem ciala konkretnego czlowieka, mozna
wygenerowac tresci o charakterze intymnym. Takie kreowanie cielesnosci na bazie
tozsamosci konkretnej osoby bez jej zgody staje sie narzedziem niszczenia tozsa-
mosci osoby i gwaltu na jej wolnosci.

Narzedzia te, jak wskazujg badacze z Uniwersytetu Oksfordzkiego, sg szeroko
dostepne w sieci i czesto wykorzystywane. Od listopada 2022 r. na platformach
dedykowanych wymianie modeli AI imitujacych ludzi zostalo udostepnionych
okoto 35 tys. modeli, ktére zostaly pobrane prawie 15 mln razy. Byly to czesto
modele rozpoznawalnych w §wiecie medialnym kobiet. Badacze wskazuja, ze 96%
tych pobran mialo na celu tworzenie materialéw o charakterze pornograficznym®.
W innych badaniach' dowiedziono natomiast istnienia ,,zlosliwego ekosystemu

12 Jan Pawel 11, Teologia ciata: 19. Dzigki ,,sakramentowi ciala” czlowiek czuje sig podmiotem
Swigtosci, 1980, <https://www.vaticannews.va/pl/watykan/news/2023-12/teologia-ciala-19-dzieki-
-sakramentowi-ciala-czlowiek-czuje-si.html> [dostep: 10.05.2025].

1> Katolicka Agencja Prasowa, Papiez: Seksualnosé, seks sq darem Boga. Zadnego tabu, 2018,
<https://pl.aleteia.org/2018/09/20/papiez-seksualnosc-seks-sa-darem-boga-zadnego-tabu> [dostep:
12.05.2025].

" Por. W. Hawkins, C. Russell, B Mittelstadt, Deepfakes on Demand: the rise of accessi-
ble non-consensual deepfake image generators, 2025, <https://arxiv.org/pdf/2505.03859> [dostep:
12.05.2025].

5 Por. M. Ding, H. Suresh, The Malicious Technical Ecosystem: Exposing Limitations in Techni-
cal Governance of AI-Generated Non-Consensual Intimate Images of Adults, 2025, <https://arxiv.org/
pdf/2504.17663> [dostep: 12.05.2025].
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technologicznego”, ktéry w kilka minut umozliwia utworzenie tego typu materia-
téw osobom bez jakiegokolwiek przygotowania technologicznego.

Skala zjawiska zostala zbadana na grupie 19 728 dorostych respondentéw
z Wielkiej Brytanii'®. Byto to jedno z najwigkszych badan tego typu. Wyniki wska-
zuja, ze 15% badanych mialo stycznos¢ ze szkodliwymi deepfakeami, w tym z por-
nografig, 8% tworzylo materialy tego typu, natomiast 90% obawia sie deepfakeow
w kontekscie dezinformacji i naduzy¢ seksualnych. Z badan wynika réwniez, ze
kobiety bardziej niz mezczyzni obawiajg sie tego zjawiska, w szczegolnosci wyko-
rzystania ich wizerunku w materialach pornograficznych. Rosngca $wiadomos¢
spoleczna pociaga za soba takze rosngcy niepokdj.

Nalezy podkresli¢, ze cyfrowa kradziez tozsamosci z wykorzystaniem narze-
dzi AT jest zjawiskiem stosunkowo nowym, lecz w swojej istocie sprowadza sie do
zatracenia prawdy o cztowieku jako obrazie Boga. Jest wiec nowa odstong wielkie-
go kryzysu poszanowania ludzkiej godnosci i cielesnosci, ktéry trwa i objawia sie
w kolejnych wojnach, handlu ludzmi czy wszedzie tam, gdzie czlowiekowi gwal-
tem odbiera si¢ jego wolnos¢. Zjawisko to, cho¢ bardzo dynamiczne, z opdznie-
niem obwarowywane jest regulacjami prawnymi, ktére, niestety, czgsto okazuja
sie nieskuteczne. Obok regulacji prawnych nalezy wskaza¢ wiec na wielka potrze-
be edukacji w tym zakresie oraz zwigkszanie wrazliwo$ci na poszanowanie ciata
i wolnosci drugiego cztowieka.

3. RELACYJNOSC - ,WYSYCHAJACE” ZRODLO
ODPOWIEDZIALNOSCI

Racjonalno$¢ i cielesnos¢ cztowieka moze znalez¢ swoja realizacje wylgcznie
w perspektywie relacyjnosci. Pisal o tym Jan Pawel II w encyklice Sollicitudo rei
socialis:

Oto transcendentna rzeczywistos¢ istoty ludzkiej, w ktdrej od poczatku uczest-
niczy on jako «dwoje»: mezczyzna i kobieta (por. Rdz 1,27), jest wiec ze swej
natury istotg spoteczna?’,

a w Evangelium vitae dodat:

Kazdy czlowiek jest «strozem swego brata», poniewaz Bég powierza czlowieka
cztowiekowi'®.

16 Por. T. Sippy [i in.], Behind the Deepfake: 8% Create; 90% Concerned, 2024, <https://arxiv.
org/pdf/2407.05529> [dostep: 12.05.2025].

7 Jan Pawel II, Sollicitudo rei socialis, 1987, p. 29, <https://www.vatican.va/content/
john-paul-ii/pl/encyclicals/documents/hf_jp-ii_enc_30121987_sollicitudo-rei-socialis.html> [do-
step: 13.05.2025].

8 Tenze, Evangelium vitae, 1995, p 19, <https://www.vatican.va/content/john-paul-ii/pl/en-
cyclicals/documents/hf_jp-ii_enc_25031995_evangelium-vitae.html> [dostep: 13.05.2025].
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Widzimy wigc, ze Magisterium i katolicka nauka spoleczna stawiajg przed
nami jasny obraz czlowieka jako istoty relacyjnej i odpowiedzialnej za swoich
braci. To wlasnie relacyjny charakter istoty ludzkiej jest Zrédlem odpowiedzialno-
$ci za innych, ktdra realizuje si¢ w dazeniu do dobra wspdlnego, sprawiedliwosci
i mito$ci spolecznej. Dodatkowo w dokumencie Antiqua et nova z 2025 r. wskazano:

Inteligencja ludzka nie jest odosobniong zdolno$cig, lecz urzeczywistnia sie
w relacjach, znajdujac swdj pelny wyraz w dialogu, wspdlpracy i solidarnosci.
Uczymy si¢ z innymi, uczymy sie dzigki innym®.

Tak wigc relacyjnos¢ jest rOwniez wymiarem wzajemnego budowania i ubo-
gacania sie.

W $wiat ludzkich relacji bardzo mocno weszta technologia informatyczna,
a wiec technologia, ktorej podstawg jest informacja oraz operacje na informacjach,
takie jak wyszukiwanie, przeksztalcanie, btyskawiczne przekazywanie i publiko-
wanie. Czlowiek pochloniety recepcja licznych materiatéw dostepnych w Inter-
necie jest szczegdlnie narazony na zjawisko przeciagzenia technologicznego, co ma
szkodliwy wplyw na cale jego dzialanie. Wzrost informacji generowanych w sieci
jest potezny. W 2010 r. roczna produkcja danych wynosila 5 zettabajtéw, natomiast
dzi$ szacuje si¢ ja na 181 zettabajtow?. Liczba informacji produkowanych obecnie
pozostaje natomiast trudna do poréwnania z jej odpowiednikami we wcze$niej-
szych dekadach.

To wiasnie dane s3 niejako paliwem dla systeméw sztucznej inteligencji.
Doskonalenie rezultatéw osigganych przez te systemy zwigzane jest z coraz sku-
teczniejszg analizg i przetwarzaniem heurystycznym szeroko dostepnych w sieci
ogromnych zbioréw danych.

W poprzednich punktach przyjrzelismy si¢ technologii deepfake jako zagro-
zeniu dla racjonalnodci i cielesno$ci cztowieka. Deepfake pociaga jednak za soba
kolejne zagrozenie dla wspomnianych sfer, ktére opisywane jest jako AI person-
hood. 1dea sztucznej osoby lub osobowosci sztucznej inteligencji wskazuje na re-
lacyjny charakter AL Dzigki coraz lepszym deepfakeom technologia ta dostarcza
realistyczny obraz, glos, formuluje logiczne wypowiedzi, zyskujac niejako swoja
»podmiotowos¢”, ktoéra moze wchodzi¢ w glebokie interakeje z czlowiekiem.

W wielu aspektach idea sztucznej osoby przestaje by¢ spekulatywna, na co
wskazujg coraz liczniejsze badania naukowe. Badacze z Harvardu przeprowadzili

¥ Dykasteria Nauki Wiary, Dykasteria ds. Kultury I Edukacji, Antiqua et nova, 2025,
p. 18, <https://www.ekai.pl/wp-content/uploads/2025/04/PL_Nota-Antiqua-et-nova.pdf> [dostep:
14.05.2025].

% Por. R. Geuens, How much data is generated every day?, 2025, <https://soax.com/research/
data-generated-per-day> [dostep: 14.05.2025].
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w 2024 r. badania dotyczace wplywu ,towarzyszy AI” na redukcje samotnos$ci®.
Whioski sg wyjatkowo optymistyczne — Al skutecznie zmniejsza poczucie sa-
motnos$ci uzytkownikéw. Wykazano takze, ze interakcje z Al przynosza podob-
ne rezultaty w redukcji samotnosci jak rozmowy z innymi ludzmi, przewyzszajac
skuteczno$¢ takich czynnosci jak np. ogladanie filméw na YouTube. Jako wielkg
przewage systemow Al wymieniono zdolnos¢ do ,,stuchania” oraz dostosowywa-
nia si¢ do emocji uzytkownika. Wnioski koncowe wskazujg na trwalg redukcje
poczucia samotnosci przy diugotrwalym uzywaniu Al

Aby uzupelni¢ ten utopijny obraz rozwigzania problemu samotnosci, przyj-
rzyjmy sie jeszcze innym badaniom?. Na platformie wsparcia psychicznego TalkLi-
fe przeprowadzono badanie narzedzia Hailey, oferujacego sugestie empatycznych
odpowiedzi. Mamy wiec do czynienia z narzedziem, ktére modyfikowalo przesy-
tane miedzy uzytkownikami komunikaty w taki sposdb, aby zwiekszy¢ ich poziom
empatii. Wykazano zwiekszenie tego poziomu o 19,6%. Natomiast u uczestnikow
majacych szczegdlne problemy z empatycznym podejsciem do innych wzrost ten
wynidst az 38,9%. Autorzy badan stwierdzili, ze uzytkownicy nie stali si¢ zalezni
od Al lecz wykorzystujac wskazoéwki systemu, poprawili wlasne umiejetnosci ko-
munikacyjne.

W przypadku obu badan mamy do czynienia niejako z zajeciem przez
Al miejsca drugiego czlowieka. Wspieranie 0os6b samotnych przez oferowanie
uludy relacji wydaje sie by¢ wrecz okrutne i zamykajace te osoby na wyjscie do
innych ludzi, na poszukiwanie prawdziwych relacji. W omawianym przykladzie
wdrazanie idei sztucznego czlowieka ma wiec wielki wplyw na integralno$¢ osoby
ludzkiej. Niszczy jej zdolno$¢ budowania prawdziwych relacji, oslabia jej zaufa-
nie do prawdy i drugiego czlowieka. Takze ingerencja w relacje, ktora miataby je
ociepli¢, moze przeksztalcac je w falsz. Czlowiek nie jest traktowany jako wolny
i odpowiedzialny za stowa podmiot, ta podmiotowos¢ przekazywana jest czescio-
wo systemowi Al Idea, aby rozmdwca poczul si¢ lepiej, niszczy prawdziwy wy-
dzwigk komunikatu i zaciera charakter szczerej rozmowy jako spotkania z drugg
osoba.

Juz sam fakt prowadzenia takich badan wskazuje na wielki kryzys relacyj-
noséci. Z jednej strony odczucie bycia wysluchanym lub bardziej zauwazonym
i szanowanym moze by¢ realnym wynikiem dziatania AI, lecz kierunek wyznacza-
ny przez tego typu technologie nie prowadzi do rozwigzania kryzysu relacyjnosci,
raczej w ukryty sposob go konserwuje i bardziej poglebia.

1 Por. J. De Freitas [i in.], AI Companions Reduce Loneliness, 2024, <https://papers.ssrn.com/
sol3/papers.cfm?abstract_id=4893097> [dostep: 14.05.2025].

2 Por. A. Sharma [i in.], Human-AI Collaboration Enables More Empathic Conversations in
Text-based Peer-to-Peer Mental Health Support, 2022, <https://arxiv.org/pdf/2203.15144> [dostep:
15.05.2025].
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Czy mamy wiec do czynienia z nowa relacyjnoscia, czy tylko z oszukiwaniem
samych siebie? W przemdwieniu do Papieskiej Akademii Zycia papiez Franciszek
powiedziat:

W sieci relacji, zaréwno podmiotowych, jak i wspdlnotowych, technika nie
moze wyprze¢ kontaktu miedzyludzkiego; to, co wirtualne, nie moze zastapi¢
tego, co realne, podobnie jak social media nie moga zastapi¢ relacji spotecz-
nych. Nie poddajmy si¢ cigzacej obecnie pokusie zastgpienia wirtualnym tego,
co realne®.

Papiez Franciszek wyraznie zaznaczyl, ze Al nie moze zastapi¢ relacji mie-
dzyludzkich, ale jednoczesnie byl $wiadom tego, ze tak si¢ wlasnie dzieje. To
powoduje zniszczenie realnych relacji, w miejsce ktorych powstaje pustka, tyl-
ko pozostanie zastgpowana przez przywigzanie do nierelacyjnej technologii Al
W innym przeméwieniu do Papieskiej Akademii Zycia papiez dodat: ,Czlowiek
znajduje sens w relacjach, nie w technologii™.

Uzaleznienie od technologii odbiera zyciu czlowieka sens, ktéry nalez¢ moz-
na tylko we wspolnocie z Bogiem i inng osoba. Relacyjna natura czltowieka po-
cigga go do tego, aby by¢ dla innych. Jak wigc wyglada rzeczywisto$¢ ludzi, ktérzy
za mocno zaangazowali si¢ w ,,budowanie relacji ze sztucznym czlowiekiem”? Na
to pytanie znajdujemy odpowiedz w licznych badaniach wykazujacych niebezpie-
czenstwa dla psychiki i integralnego rozwoju czlowieka.

Czgsto rezultaty pracy ze sztuczng inteligencja okazuja sie¢ odwrotne do za-
mierzonych. Pracownicy intensywnie uzywajacy do pracy Al czeéciej odczuwaja
stres, samotnos¢, majg tendencje do alkoholizmu i bezsennos$ci. Wzrost wydajno-
$ci nie zastepuje im interakcji z innymi pracownikami i prowadzi do wykluczenia
spolecznego w pracy”. Rowniez relacje miedzyludzkie traca swoja dotychczaso-
wa forme. Czeste obcowanie z Al moze prowadzi¢ do zakldcenia oczekiwan co
do interakeji z innymi ludzmi, gdyz buduje si¢ je na podstawie interakeji z Al
co prowadzi do rozczarowan w realnych relacjach. Powstajg takze mechanizmy
prowadzace do ucieczki od trudnosci zwigzanych z relacjami z prawdziwym czto-
wiekiem w obliczu fatwego i niewymagajacego obcowania z systemem. Kolejnym
trudnym do$wiadczeniem moze by¢ uleganie manipulacjom Al aby dystansowa¢
sie do prawdziwych relacji. Takie szkodliwe porady moga inicjowa¢ traktowanie

» Franciszek, Papiez do akademikéw: technika nie moze wyprze¢ kontaktu miedzyludzkiego,
<https://www.vaticannews.va/pl/papiez/news/2023-02/papiez-do-akademikow-technika-nie-moze-
-wyprzec-relacji.html> [dostep: 15.05.2025].

* Tenze, Pope: Humans find meaning in relationships, not technology, <https://www.vatican-
news.va/en/pope/news/2024-02/pope-francis-pontifical-academy-life-human-meanings-challeng-
es.html> [dostep: 15.05.2025].

»  Por. I. Popko, Jak uzywanie sztucznej inteligencji wplywa na pracownikéw? Stres i samot-
nos¢, 2024, <https://sukces.rp.pl/spoleczenstwo/art40701721-jak-uzywanie-sztucznej-inteligencji-
-wplywa-na-pracownikow-stres-i-samotnosc> [dostep: 15.05.2025].
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przez uzytkownikow Al jako pelnoprawnego partnera i prowadzi¢ do niszczenia
naturalnych mechanizmoéw funkcjonowania w spoleczenstwie®.

ZAKONCZENIE

Racjonalno$¢, cielesno$c i relacyjnos¢ to cechy, ktore czynig czlowieka jedyng isto-
ta bedaca podmiotem moralnym. Technologia AI nasladujac te cechy, przyczy-
nia sie do narastajacego kryzysu prawdy i zaburzania tadu spotecznego. Nalezy
jednak przyznad, ze to wlasnie ludzkie dzialanie, czgsto nieodpowiedzialne i ode-
rwane od poszanowania prawdy, prowadzi do rozwoju tych zjawisk. W ludzkiej
codziennosci rodzi si¢ wiec pilna potrzeba traktowania Al jako technologii po-
mocniczej — nalezy szczegdlnie pamietac o jej charakterze funkcjonalnym, nie zas
ontologicznym. Przypisywanie Al cech podmiotowosci, nawet podswiadome, jest
niewatpliwie zagrozeniem dla integralnosci osoby ludzkiej i porzadku stworzenia.
W kontekscie wspotczesnych wyzwan, ktore stwarza technologia AI, wazne jest
ciagle przypominanie, ze czlowiek nie jest symulacja, jest obrazem Boga, a wiec
w swej wolnosci nie moze by¢ zastgpiony wynikiem dzialania nawet najbardziej
zaawansowanego systemu Al.
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Streszczenie: Artykul opisuje dwa zjawiska zwigzane ze sztuczna inteligencja: deepfake oraz idee
sztucznej osoby w kontekscie etycznej analizy w ramach katolickiej nauki spotecznej. Jako punkt
wyjscia do niniejszej analizy wybrano racjonalnos¢, cielesno$¢ oraz relacyjnos¢, czyli wymiary
osoby ludzkiej jako podmiotu etycznego. Wskazano na wybrane zagrozenia dla integralnosci
czlowieka w ramach tych wymiaréw. Jako zagrozenie dla ludzkiej racjonalnoéci opisano zjawisko
trudnosci rozpoznawania deepfake’éw wraz ze spadkiem zaufania do jakichkolwiek informacji
oraz z tatwosciag generowania tego typu materialéw przez powszechnie dostepne narzedzia Al,
prowadzace do narastajacego zagrozenia kryzysem prawdy. Jako zagrozenie dla ludzkiej cielesno-
$ci opisano zjawisko cyfrowej kradziezy tozsamos$ci z wykorzystaniem narzedzi Al, prowadzace
do kryzysu ludzkiej godnoéci i poczucia bezpieczenstwa. Jako zagrozenie dla relacyjnosci opisano
zjawiska wykorzystywania systeméw Al jako substytutu towarzysza w mysl idei sztucznego czlo-
wieka, co wzmacnia rozklad relacji spotecznych i zamyka czlowieka w wewnetrznej pustce i braku
wzajemnosci. Celem artykutu jest w pierwszej kolejnosci proba opisu wymienionych zagrozen, ale
réwniez odpowiedzi na nie poprzez podkreslenie ludzkiej integralnosci i godnosci.

Slowa kluczowe: sztuczna inteligencja, nowe technologie, etyka, deepfake, sztuczny czlowiek.



