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FASCYNUJACE I GROZNE NARZEDZIE.
PRZEMOWIENIE OJCA SWIETEGO FRANCISZKA
PODCZAS SESJI G7 NA TEMAT SZTUCZNE] INTELIGENC]JI
(14 CZERWCA 2024 R.)*

A FASCINATING AND DANGEROUS TOOL.
POPE FRANCIS’ ADDRESS ON AI AT THE G7 SUMMIT (14 JUNE 2024)

Szanowne Panie, Dostojni Panowie!
Zwracam sie dzi§ do was, Przywodcow Forum Miedzyrzadowego G7, z re-
fleksja na temat wptywu sztucznej inteligencji na przysztos¢ ludzkosci.

Pismo Swiete zaswiadcza, ze Bég dat ludziom swego Ducha, aby posiadali «mg-
dro$¢, rozum, wiedze i znajomo$¢ wszelkiego rzemiosta» (Wj 35,31)"

Nauka i technologia s3 zatem niezwyklymi produktami tworczego potencjatu nas,
istot ludzkich?.

Zatem, wlasnie z wykorzystania tego tworczego potencjalu, ktéry dal nam
Bog, rodzi si¢ sztuczna inteligencja.

Jak wiadomo, jest ona narzedziem niezwykle poteznym, wykorzystywanym
w bardzo wielu obszarach ludzkiego dziatania: od medycyny po $wiat pracy, od
kultury po sfere komunikacji, od edukacji po polityke. I mozna teraz bezpiecznie
zalozy¢, ze jego wykorzystanie bedzie w coraz wiekszym stopniu wptywac na nasz
sposob zycia, nasze relacje spoleczne, a w przyszlosci nawet na sposéb, w jaki poj-
mujemy nasza tozsamo$¢ jako istoty ludzkiej®.

Temat sztucznej inteligencji jest jednak czesto postrzegany jako ambiwalen-
tny: z jednej strony fascynuje mozliwosciami, jakie oferuje, a z drugiej generuje lek
przed konsekwencjami, jakie zapowiada. W zwigzku z tym mozna powiedzie¢, ze
w nas wszystkich, cho¢ w réznym wymiarze, przeplataja sie¢ dwa uczucia: jestesSmy

* Za: https://www.vatican.va/content/francesco/pl/speeches/2024/june/documents/20240614
-g7-intelligenza-artificiale.html

! Orgdzie na 57. Swiatowy Dzieti Pokoju (1 stycznia 2024), 1.

2 Por. tamze.

3 Por. tamze, 2.
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nastawieni entuzjastycznie, gdy wyobrazamy sobie postep, jaki mozna uzyska¢
dzigki sztucznej inteligenciji, ale jednoczesnie odczuwamy lek, gdy widzimy zagro-
zenia zwigzane z jej uzyciem*.

Zreszta nie mozemy watpié, Ze pojawienie sie sztucznej inteligencji stanowi
prawdziwg rewolucje poznawczo-przemystowa, ktora przyczyni sie do stworzenia
nowego systemu spolecznego, charakteryzujacego sie zlozonymi przemianami
epokowymi. Na przyklad, sztuczna inteligencja moze pozwoli¢ na demokratyzacje
dostepu do wiedzy, gwaltowny postep badan naukowych, mozliwo$¢ powierze-
nia ucigzliwych prac maszynom; ale jednoczesnie moze przynies¢ ze sobg wieksza
niesprawiedliwo$¢ miedzy krajami rozwinietymi a rozwijajacymi si¢, miedzy do-
minujacymi a uciskanymi warstwami spolecznymi, zagrazajac w ten sposob moz-
liwosci ,,kultury spotkania’, a sprzyjajac ,,kulturze odrzucenia”.

Zakres tych ztozonych przemian jest oczywiscie powigzany z szybkim rozwo-
jem technologicznym samej sztucznej inteligencji.

To wlasnie ten dynamiczny postep technologiczny sprawia, Ze sztuczna in-
teligencja jest narzedziem, ktore jest jednoczesnie fascynujgce i grozne i wymaga
refleksji na miare sytuacji.

By¢ moze moglibysmy zaczac od spostrzezenia, ze sztuczna inteligencja jest
przede wszystkim narzedziem. I spontanicznie nasuwa si¢ stwierdzenie, ze korzy-
$ci lub szkody, jakie przyniesie, bedg zaleze¢ od jej zastosowania.

Jest to z pewnoscig prawda, poniewaz tak bylo w przypadku kazdego narze-
dzia zbudowanego przez istoty ludzkie od zarania dziejow.

Ta nasza zdolnos$¢ do konstruowania narzedzi, w ilosci i zlozonosci niespoty-
kanej po$rdd istot zywych, sprawia, ze mozna mowic¢ o kondycji techniczno-ludz-
kiej: istota ludzka zawsze utrzymywala relacje ze Srodowiskiem, zaposredniczong
przez narzedzia, jakie stopniowo tworzyla. Nie da sie oddzieli¢ historii cztowieka
i cywilizacji od historii tych narzedzi. Niektorzy chcieli odczyta¢ w tym wszyst-
kim rodzaj braku, niedoboru istoty ludzkiej, tak jakby z powodu tego niedobo-
ru zmuszona byla stworzy¢ technologie®. W rzeczywistosci, uwazne i obiektywne
spojrzenie pokazuje nam co$ wrecz przeciwnego. Zyjemy w stanie ,,przekraczania
siebie” w odniesieniu do naszej biologicznej istoty; jestesmy istotami pozbawiony-
mi rownowagi w stosunku do tego, co na zewnatrz nas, rzeczywiscie, radykalnie
otwartymi na to, co poza nami. To stad bierze poczatek nasza otwarto$¢ na innych
i na Boga; to stad wyrasta tworczy potencjal naszej inteligencji w zakresie kultury
i piekna; stad, w koncu, pochodzi nasza zdolnos¢ techniczna. Technologia jest
wiec $ladem tego naszego stanu ,,przekraczania siebie”.

* Te ambiwalencje dostrzegal juz papiez Pawel VI w swoim przeméwieniu do pracownikow
Osrodka Automatyzacji Analizy Jezykowej Aloysianum, 19 czerwca 1964.
* Por. A. Gehlen, Luomo. La sua natura e il suo posto nel mondo, Milano 1983, 43.
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Jednak korzystanie z naszych narzedzi nie zawsze jest jednoznacznie ukie-
runkowane na dobro. Nawet jesli istota ludzka czuje w sobie powotanie do prze-
kraczania siebie i do wiedzy przezywanej jako narzedzie dobra w stuzbie braciom
i siostrom oraz wspélnemu domowi (por. Gaudium et spes, 16), nie zawsze tak si¢
dzieje. Wrecz przeciwnie, nierzadko, wlasnie z powodu swojej radykalnej wol-
nosci, ludzkos¢ wypaczyla cel swojego istnienia, stajac sie wrogiem samej siebie
i planety®. Ten sam los moze spotka¢ narzedzia technologiczne. Tylko wtedy, gdy
zagwarantuje sie ich powotanie do stuzby czlowiekowi, narzedzia technologiczne
ukazg nie tylko wielko$¢ i wyjatkowa godnos¢ istoty ludzkiej, ale takze zadanie,
jaki ona otrzymala, aby ,,pielegnowac i strzec” (por. Rdz 2,15) planety i wszystkich
jej mieszkancow. Mowienie o technologii jest méwieniem o tym, co oznacza bycie
czlowiekiem, a zatem o naszej wyjatkowej kondycji miedzy wolnoscig a odpowie-
dzialnoscig, to znaczy mdéwienie o etyce.

Kiedy nasi przodkowie ostrzyli krzemienne kamienie, aby skonstruowac
noze, uzywali ich zaréwno do cigcia skory na ubrania, jak i do zabijania si¢ nawza-
jem. To samo mozna by powiedzie¢ o innych, znacznie bardziej zaawansowanych
technologiach, takich jak energia wytwarzana przez fuzje atomow, taka jaka za-
chodzi na Stoncu, ktéra z pewnos$cig mogtaby zosta¢ wykorzystana do produkeji
czystej, odnawialnej energii, ale takze do sprowadzenia naszej planety do stosu
popiotu.

Sztuczna inteligencja jest jednak narzedziem jeszcze bardziej ztozonym. Po-
wiedzialbym wrecz, ze jest to narzedzie sui generis. Tak wiec podczas gdy uzycie
prostego narzedzia (takiego jak ndz) jest pod kontrolg istoty ludzkiej, ktéra go
uzywa, i tylko od niej zalezy jego dobre uzycie, to sztuczna inteligencja, przeciw-
nie, moze autonomicznie dostosowywac si¢ do przydzielonego jej zadania i, jesli
jest zaprojektowana w ten sposob, dokonywaé wyboréw niezaleznych od istoty
ludzkiej, aby osiggna¢ wyznaczony cel’.

Nalezy zawsze pamietaé, ze maszyna moze, w pewnych formach i za pomoca
tych nowych $rodkéw, dokonywaé wyboréw algorytmicznych. To, co robi maszy-
na, jest jednym wyborem technicznym sposréd wielu mozliwosci, i opiera sie albo
na dobrze zdefiniowanych kryteriach, albo na wnioskach statystycznych. Nato-
miast istota ludzka nie tylko wybiera, ale jest zdolna do podejmowania decyzji
w sercu. Decyzja jest elementem, ktory mogliby$my nazwa¢ bardziej strategicz-
nym niz jakis wybor i wymaga ona praktycznej oceny. Czasami, czgsto w trud-
nym zadaniu rzagdzenia, jesteSmy wezwani do podjecia decyzji, ktére beda mia-
ty konsekwencje takze dla wielu oséb. Ludzka refleksja od zawsze méwi w tym
wzgledzie o madrosci, o phronesis filozofii greckiej i przynajmniej cze$ciowo
o madrosci Pisma Swietego. W obliczu cudéw maszyn, ktére zdajg sie by¢ zdolne do

¢ Por. Enc. Laudato si’ (24 maja 2015), 102-114.
7 Por. Orgdzie na 57. Swiatowy Dzieti Pokoju (1 stycznia 2024), 3.
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samodzielnego wyboru, musimy sobie wyraznie uswiadomi¢, ze istocie ludzkiej
zawsze nalezy pozostawi¢ decyzje, nawet z odcieniem dramatycznym i naglacym,
jakie czasami sg obecne w naszym zyciu. Skazaliby$my ludzko$¢ na przyszios¢ bez
nadziei, gdybysmy pozbawili ludzi zdolnosci do decydowania o sobie i swoim Zy-
ciu, skazujgc ich na zaleznos¢ od wyboréw dokonywanych przez maszyny. Potrze-
bujemy gwarancji i ochrony pewnej przestrzeni znaczacej kontroli dokonywanej
przez istoty ludzkie, nad procesem wyboru programéw sztucznej inteligencji: cho-
dzi w tym o samg godno$¢ ludzka.

Wiasnie w tej kwestii pozwdlcie mi, ze bede nalegal: w dramacie, jakim jest
konflikt zbrojny, nalezy pilnie przemysle¢ rozwdj i wykorzystanie urzadzen takich
jak tak zwana ,,$mierciono$na bron autonomiczna’, aby zakaza¢ ich uzywania, po-
czawszy juz od faktycznego i konkretnego zobowigzania do wprowadzenia coraz
bardziej znaczacej ludzkiej kontroli. Zadna maszyna nie powinna nigdy decydo-
wad, czy odebra¢ zycie istocie ludzkiej.

Co wiecej, nalezy doda¢, ze wlasciwe wykorzystanie, przynajmniej zaawan-
sowanych, form sztucznej inteligencji nie bedzie w pelni kontrolowane ani przez
uzytkownikow, ani przez programistow, ktorzy zdefiniowali ich pierwotny cel
w chwili ich opracowania. Tym bardziej, ze jest wysoce prawdopodobne, iZ w nie-
dalekiej przyszlosci programy sztucznej inteligencji beda w stanie komunikowa¢
sie bezposrednio ze sobg w celu udoskonalenia swoich osiggnieé. 1 jesli w prze-
sztosci ludzie, ktérzy projektowali proste narzedzia, widzieli, jak ksztaltujg one ich
egzystencje — n6z pozwolil im przetrwaé zimno, ale takze rozwina¢ sztuke wojen-
ng - teraz, gdy ludzie zaprojektowali zlozone narzedzie, zobaczg, jak to ostatnie
jeszcze bardziej ksztaltuje ich egzystencje®.

PODSTAWOWY MECHANIZM SZTUCZNE] INTELIGENC]I

Chcialbym teraz zatrzymac si¢ krotko nad ztozonoscig sztucznej inteligencji.
W swojej istocie sztuczna inteligencja jest narzedziem zaprojektowanym do roz-
wigzywania problemoéw i funkcjonuje za pomoca logicznego tancucha operacji al-
gebraicznych, przeprowadzanych na kategoriach danych, ktére sg poréwnywane
w celu odkrycia korelacji, poprawiajac ich wartos¢ statystyczna dzigki procesowi
samodzielnego uczenia si¢, opartemu na poszukiwaniu dalszych danych i samo-
dzielnej modyfikacji jego procedur obliczeniowych.

Sztuczna inteligencja jest zatem zaprojektowana do rozwiazywania specyficz-
nych problemodw, jednak u tych, ktorzy jej uzywaja, pojawia sie czesto nieodparta
pokusa wyciggania ogdlnych wnioskéw z konkretnych rozwigzan, jakie proponuje,
nawet natury antropologiczne;j.

8 Szczegolnie istotne dla konsekwencji korzystania ze sztucznej inteligencji sa spostrzezenia
Marshalla McLuhana i Johna M. Culkina.
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Dobrym przykladem jest wykorzystanie programoéw zaprojektowanych,
aby pomagac¢ sedziom w podjeciu decyzji o przyznaniu aresztu domowego wiez-
niom odbywajacym kare w zakladzie karnym. W tym przypadku wymaga si¢ od
sztucznej inteligencji przewidywania prawdopodobienstwa ponownego popelnie-
nia przestepstwa przez skazanego, na podstawie wczesniej okreslonych kategorii
(rodzaj przestepstwa, zachowanie w wigzieniu, ocena psychologiczna i inne), po-
zwalajac sztucznej inteligencji na dostep do kategorii danych zwigzanych z zyciem
prywatnym skazanego (pochodzenie etniczne, poziom wyksztalcenia, linia kredy-
towa i inne). Korzystanie z takiej metodologii - ktora czasami grozi przekazaniem
de facto maszynie ostatniego stowa w sprawie losu danej osoby - moze domyslnie
nie$¢ ze soba odniesienie do uprzedzen nieodlacznie zwigzanych z kategoriami
danych wykorzystywanych przez sztuczng inteligencje.

Bycie zaklasyfikowanym do okreslonej grupy etnicznej lub, bardziej proza-
icznie, popelnienie drobnego przestepstwa wiele lat wczesniej (niezaptacenie na
przyktad mandatu za nieprawidlowe parkowanie), w rzeczywistosci wplynie na
decyzje o przyznaniu aresztu domowego. Jednakze istota ludzka caly czas ewoluuje
i potrafi zaskakiwa¢ swoimi dzialaniami, czego maszyna nie jest w stanie wzig¢
pod uwage.

Nalezy réwniez zauwazy¢, ze zastosowania podobne do wlasnie wspomnia-
nego, zostang przyspieszone przez fakt, ze programy sztucznej inteligencji beda
w coraz wiekszym stopniu wyposazone w zdolno$¢ do bezposredniej interakeji
z ludzmi (chatboty), prowadzac z nimi rozmowy i nawigzujac z nimi relacje blisko-
$ci, czesto bardzo przyjemne i kojace, poniewaz te programy sztucznej inteligencji
zostang zaprojektowane tak, aby nauczy¢ sie odpowiada¢ w formie spersonalizo-
wanej na fizyczne i psychologiczne potrzeby istot ludzkich.

Zapominanie, ze sztuczna inteligencja nie jest inng istotg ludzka i ze ona nie
moze zaproponowac ogolnych zasad, jest czesto powaznym bledem, ktéry wynika
albo z glebokiej potrzeby istot ludzkich do znalezienia stabilnej formy towarzy-
stwa, albo z ich podswiadomego zatozenia, czyli zalozenia, ze obserwacje uzyska-
ne za pomocg mechanizmu obliczeniowego sa obdarzone cechami niekwestiono-
wanej pewnosci i niewatpliwej uniwersalnosci.

To zalozenie jest jednak ryzykowne, jak pokazuje analiza nieodlgcznych
ograniczen samych obliczen. Sztuczna inteligencja wykorzystuje operacje algebra-
iczne, ktore maja by¢ wykonywane zgodnie z logiczng sekwencjg (np. jesli war-
tos¢ X jest wieksza niz warto$¢ Y, pomnoéz X przez Y; w przeciwnym razie podziel
X przez Y). Ta metoda obliczen - tak zwany algorytm - nie jest ani obiektywna,
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ani neutralna’. Opierajgc sie na algebrze, moze jedynie bada¢ rzeczywistos¢ sfor-
malizowang w kategoriach liczbowych'.

Co wigcej, nie nalezy zapomina¢, ze algorytmy zaprojektowane do rozwia-
zywania bardzo zlozonych probleméw sa tak zaawansowane, ze samym progra-
mistom sprawia trudno$¢ doktadne zrozumienie, w jaki sposdb osiagaja swoje
wyniki. Ta tendencja do wyrafinowania grozi znacznym przyspieszeniem wraz
z wprowadzeniem komputeréw kwantowych, ktére nie beda dziata¢ w oparciu
o obwody binarne (p6lprzewodniki lub mikroprocesory), ale wedlug dos¢ zlozo-
nych praw fizyki kwantowej. Z drugiej strony, ciagle wprowadzanie coraz bardziej
wydajnych mikroprocesoréw juz stalo sie jedng z przyczyn dominacji wykorzysta-
nia sztucznej inteligencji przez kilka krajow, ktore s3 w nig wyposazone.

Niezaleznie od tego, czy s3 one wyrafinowane, czy nie, jako$¢ odpowiedzi
udzielanych przez programy sztucznej inteligencji ostatecznie zalezy od danych,
z ktorych one korzystajg, i od tego, jak sa ustrukturyzowane.

Na koniec pozwole sobie wskazac¢ jeszcze jeden obszar, w ktéorym wyraznie
ujawnia si¢ ztozono$¢ mechanizmu tak zwanej generatywnej sztucznej inteligencji
(Generative Artificial Intelligence). Nikt nie ma watpliwosci, Ze obecnie dostepne sg
wspaniale narzedzia dostepu do wiedzy, ktére pozwalaja nawet na samouczenie sig
i samoksztatcenie w niezliczonych dziedzinach. Wielu z nas bylo pod wrazeniem
aplikacji, tatwo dostepnych online, do komponowania tekstu lub tworzenia obrazu
na dowolny temat. Szczegélnie przyciagaja one uwage uczniow, ktorzy, gdy musza
przygotowaé wypracowania, korzystaja z nich zbyt czesto.

Ci uczniowie, ktorzy czesto sg znacznie lepiej przygotowani i przyzwyczajeni
do korzystania ze sztucznej inteligencji niz ich profesorowie, zapominaja jednak,
ze tak zwana generatywna sztuczna inteligencja, $cisle mowiac, nie jest tak na-
prawde ,,generatywna”. W rzeczywistosci, przeszukuje ona big data w poszukiwa-
niu informacji i przetwarza je w zagdanym od niej stylu. Nie opracowuje nowych
koncepcji ani analiz. Powtarza te, ktore znajdzie, nadajac im atrakcyjng forme.
A im cze$ciej znajduje powtarzajace sie pojecie lub hipoteze, tym bardziej uwaza
je za uzasadnione i wazne. Jest ona zatem nie tyle ,generatywna” ile ,,utrwalajaca”
w tym sensie, Ze porzadkuje istniejace tresci, pomagajac je skonsolidowac, czesto
nie sprawdzajac, czy zawieraja bledy lub z gory przyjete koncepcje.

W ten sposob nie tylko pojawia sie ryzyko legitymizacji falszywych wiado-
mosci (fake news) i wzmocnienia przewagi jakiej$ dominujacej kultury, ale takze
podwaza to w istocie proces edukacyjny. Edukacja, ktéra powinna zapewni¢ ucz-
niom mozliwo$¢ autentycznej refleksji, moze zosta¢ sprowadzona do powtarzania

® Por. Discorso ai partecipanti alla Plenaria della Pontificia Accademia per la Vita (28 febbraio
2020).
19 Por. Oredzie na 57. Swiatowy Dzieri Pokoju (1 stycznia 2024), 4.



Fascynujgce i grozne narzedzie 141

poje¢, ktore beda coraz czesciej oceniane jako niebudzace zastrzezen jedynie z po-
wodu ich cigglego powtarzania''.

POSTAWIENIE W CENTRUM GODNOSCI OSOBY
W PERSPEKTYWIE WSPOLNE] PROPOZYCJI ETYCZNE]

Do tego, co zostalo juz powiedziane, nalezy teraz doda¢ spostrzezenie bardziej
ogolne. Okres innowacji technologicznych, przez ktoéry obecnie przechodzimy,
idzie w parze ze szczegdlna i bezprecedensowg sytuacja spoleczng: coraz trudniej
znalez¢ porozumienie w gtéwnych kwestiach zycia spotecznego. Nawet w spotecz-
nosciach charakteryzujacych sie¢ pewng ciggloscig kulturowa czesto dochodzi do
goracych debat i konfrontacji, co utrudnia tworzenie wspolnych refleksji i rozwig-
zan politycznych, majacych na celu poszukiwanie tego, co dobre i sprawiedliwe.
Poza zlozonoscig stusznych wizji, ktére charakteryzuja ludzka rodzing, pojawia sig
czynnik, ktory wydaje si¢ faczy¢ te rézne przypadki. Mamy do czynienia z utratg
lub przynajmniej przyslonieciem poczucia cztowieczenstwa i pozorng nieistot-
noscig pojecia godnosci ludzkiej'?. Wydaje sie, ze zatraca si¢ wartos¢ i glebokie
znaczenie jednej z podstawowych kategorii Zachodu: kategorii osoby ludzkiej.
I oto w tym okresie, w ktorym programy sztucznej inteligencji podaja w watpliwos¢
istote ludzka i jej dzialanie, to wlasnie stabos¢ etosu zwigzanego z postrzeganiem
wartosci i godnosci osoby ludzkiej moze by¢ najwiekszym vulnus (staboscia) we
wdrazaniu i rozwoju tych systemow. Nie mozemy zapominad, Ze zadna innowacja
nie jest neutralna. Technologia rodzi si¢ w okreslonym celu i jej wptyw na spote-
czenstwo ludzkie zawsze reprezentuje pewna forme fadu w relacjach spotecznych
i uklad wtadzy, umozliwiajac niektérym wykonywanie dziatan i uniemozliwiajac
innym wypetnianie innych czynnosci. Ten konstytutywny wymiar wtadzy techno-
logii zawsze obejmuje, w mniej lub bardziej wyrazny sposob, swiatopoglad tych,
ktorzy ja zrealizowali i wypracowali.

Dotyczy to rowniez programoéw sztucznej inteligencji. Aby byly one narze-
dziami budowania dobra i lepszego jutra, muszg by¢ zawsze ukierunkowane na
dobro kazdego czlowieka. Muszg by¢ inspirowane etycznie.

Etyczna decyzja to taka, ktora bierze pod uwage nie tylko skutki danego dzia-
fania, ale takze wchodzace w gre wartosci i obowigzki, ktore z tych wartosci wy-
nikaja. Dlatego z zadowoleniem przyjalem podpisanie Rzymskiego apelu o etyke
AI w 2020 .” i jego poparcie dla tej formy etycznego moderowania algorytmow

I Por. tamze, 31 7.

12 Por. Dykasteria Nauki Wiary, Deklaracja Dignitas infinita o godnosci czlowieka (2 kwietnia
2024).

3 Por. Discorso ai partecipanti alla Plenaria della Pontificia Accademia per la Vita (28 febbraio
2020).
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i programoéw sztucznej inteligencji, ktore nazwalem ,,algoretyka™*. W pluralistycz-

nym i globalnym kontekscie, w ktérym widoczne sg réwniez rézne wrazliwosci
i wielorakie hierarchie w skalach wartosci, znalezienie jednej hierarchii wartosci
wydaje si¢ trudne. Jednak w analizie etycznej mozemy réwniez uciec si¢ do in-
nych rodzajéw narzedzi: jesli mamy trudnosci ze zdefiniowaniem jednego zestawu
globalnych wartos$ci, mozemy jednak znalez¢ wspdlne zasady, za pomocg ktérych
mozna rozwigza¢ wszelkie dylematy lub konflikty Zycia.

Z tego powodu zrodzil si¢ Rzymski apel: w terminie ,,algoretyka” skupia si¢
zestaw zasad, ktore okazujg si¢ globalng i pluralistyczng platformg, zdolng do zna-
lezienia wsparcia ze strony kultur, religii, organizacji miedzynarodowych i duzych
koncernéw, kluczowych uczestnikéw tego rozwoju.

POLITYKA, JAKIE] POTRZEBUJEMY

Nie mozemy zatem ukrywa¢ konkretnego zagrozenia, poniewaz jest ono nieod-
faczne od jego podstawowego mechanizmu, mianowicie, ze sztuczna inteligencja
ograniczy wizje §wiata do rzeczywisto$ci wyrazalnej w liczbach i zamknietej w go-
towych kategoriach, wypierajac wktad innych form prawdy i narzucajac jednolite
modele antropologiczne, spoteczno-ekonomiczne i kulturowe. Paradygmat tech-
nologiczny, ktérego ucielesnieniem jest sztuczna inteligencja, niesie ze sobg ryzy-
ko ustgpienia miejsca znacznie bardziej niebezpiecznemu paradygmatowi, ktory
zidentyfikowaltem juz jako ,,paradygmat technokratyczny””. Nie mozemy pozwo-
li¢, aby narzedzie tak potezne i niezbedne, jak sztuczna inteligencja, wzmocnito
ten paradygmat; wrecz przeciwnie, musimy uczyni¢ sztuczng inteligencje bastio-
nem wiasnie przeciwko jego ekspansji.

I to wlasnie tutaj pilnie potrzebne sg dzialania polityczne, jak przypomina
encyklika Fratelli tutti. Z pewnoscig

dla wielu polityka jest dzi§ brzydkim stowem i nie mozna ignorowac, ze czgsto
za tym faktem kryja sie bledy, korupcja i nieskutecznos¢ niektérych politykow.
Dochodzg do tego strategie, ktére maja na celu jej oslabienie, zastapienie jej
gospodarka lub zdominowanie jej jakas ideologia. Ale czy jednak §wiat moze
tunkcjonowac bez polityki? Czy moze istnie¢ skuteczna droga do powszechne-
go braterstwa i pokoju spotecznego bez dobrej polityki?'®

" Por. Discorso ai partecipanti al Convegno “Promoting Digital Child Dignity — From Concet to
Action” (14 novembre 2019); Discorso ai partecipanti alla Plenaria della Pontificia Accademia per la
Vita (28 febbraio 2020).

5 Aby uzyskac szersze omdwienie, odsytam do mojej encykliki Laudato si’ o trosce o wspolny
dom z 24 maja 2015 r.

16 Enc. Fratelli tutti, O braterstwie i przyjazni spotecznej (3 pazdziernika 2020), 176.
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Nasza odpowiedz na te ostatnie pytania brzmi: nie! Polityka jest potrzebna!
Chce przy tej okazji powtdrzy¢, ze

w obliczu tak wielu matostkowych i doraznych form polityki [...] wielkoé¢
polityczna ukazuje si¢ wtedy, gdy w trudnych chwilach dzialamy w oparciu
o wielkie zasady i mys$limy dlugofalowo o dobru wspdélnym. Wiadzy politycz-
nej bardzo trudno przyja¢ ten obowigzek w planie narodowym, a tym bardziej
we wspdlnym projekcie dla obecnej i przyszlej ludzkosci'.

Szanowne Panie, Dostojni Panowie!

Niniejsza refleksja na temat wplywu sztucznej inteligencji na przysztos¢ ludz-
kosci prowadzi nas zatem do rozwazenia znaczenia ,,zdrowej polityki’, aby patrze¢
w naszg przyszto$¢ z nadziejg i ufnoscia. Jak juz powiedzialem w innym miejscu,

globalne spoleczenstwo ma powazne braki strukturalne, ktérych nie moz-
na rozwigzywac za pomoca latek lub szybkich, czysto okazjonalnych napraw.
Sa kwestie, ktore trzeba zmieni¢ poprzez gruntowne przemyslenia i powazne
transformacje. Moze do tego doprowadzi¢ jedynie zdrowa polityka, angazu-
jac najbardziej zréznicowane sektory i najbardziej réznorodne dziedziny wie-
dzy. W ten sposob gospodarka zintegrowana w ramach projektu politycznego,
spolecznego, kulturalnego i ludowego, dazacego do dobra wspélnego, moze
«otworzy¢ nowe drogi dla réznych mozliwosci, ktore nie oznaczaja powstrzy-
mywania kreatywnoéci cztowieka i jego marzen o postepie, a raczej ukierunko-
wuja te energie w nowy sposob» (Laudato si’, 191)'%.

Tak jest wlasnie w przypadku sztucznej inteligencji. Obowigzkiem kazdego
jest jej dobre wykorzystanie, a do obowiazkéw polityki nalezy stworzenie warun-
kéw, w ktérych takie dobre wykorzystanie bedzie mozliwe i owocne.

Dzigkuje.

17 Tamze, 178.
18 Tamze, 179.



