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Dynamiczny rozwoéj sztucznej inteligencji (AI) w ostatnich latach w coraz wiek-
szym stopniu wplywa na funkcjonowanie instytucji edukacyjnych, w tym szkol-
nictwa wyzszego. Narzedzia oparte na Al - takie jak generatory tekstu, ttumacze
automatyczne czy inteligentne systemy wspomagania nauki - s3 coraz powszech-
niej wykorzystywane zaréwno przez studentow, jak i przez kadre akademicka. Ich
zastosowanie przynosi szereg korzysci, w tym poprawe efektywnosci ksztalcenia,
personalizacje¢ procesu dydaktycznego oraz rozwdj kompetencji cyfrowych. Jed-
noczesnie rodzi to liczne pytania i kontrowersje dotyczace wptywu tych technolo-
gii na integralnos¢ procesu edukacyjnego, relacje miedzyludzkie, a takze kwestie
moralne i spoteczne.
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Celem niniejszego artykulu jest przedstawienie moralno-spotecznej analizy
i oceny zastosowania sztucznej inteligencji w edukacji akademickiej. Po pierw-
sze, analiza obejmuje zarowno identyfikacje potencjalnych korzysci, jak i zagrozen
wynikajgcych z wdrazania AI w srodowisku uniwersyteckim. Po drugie, przy do-
konywaniu oceny szczegdlng uwage poswiecono takim zagadnieniom, jak: god-
nos$¢ osoby ludzkiej, sprawiedliwo$¢ edukacyjna, przejrzystos¢ algorytmiczna oraz
ryzyko wykluczenia cyfrowego. Ponadto artykul ma na celu nie tylko diagnoze
i ocene obecnych wyzwan, lecz — zgodnie z klasyczng metoda katolickiej nauki
spolecznej: dostrzec, oceni¢, dziata¢ — takze sformulowanie praktycznych wska-
zan dotyczacych moralnie odpowiedzialnego wdrazania sztucznej inteligencji
w szkolnictwie wyzszym, w duchu troski o jakos¢, podmiotowo$¢ i humanistyczny
wymiar edukacji.

Ponizsza refleksja zostala osadzona w kontekscie wspdtczesnych debat etycz-
nych nad Al i oparto ja na wybranych dokumentach mi¢dzynarodowych, takich
jak Rome Call for Al Ethics (2020), Recommendation on the Ethics of Artificial Intel-
ligence (UNESCO 2022), oraz stanowiskach niektérych autoréw reprezentujacych
w swoich badaniach nurt etyki technologiczne;.

1. AI WDYDAKTYCE AKADEMICKIE]J —
ANALIZA KORZYSCI I ZAGROZEN

1.1. ANALIZA KORZYSCI

Badania empiryczne przeprowadzone przez Kaje Ines Raszyd, Alicje Wesolowska
i Klaudi¢ Tomaszewska wskazuja, ze wykorzystanie sztucznej inteligencji przez
studentéw w edukacji wyzszej niesie za sobg liczne korzysci. Przede wszystkim
AT utatwia dostep do zasobéw edukacyjnych, wspiera efektywnos¢ nauki, poma-
ga w zrozumieniu trudnych zagadnien oraz redukuje stres zwigzany z procesem
ksztalcenia. Studenci doceniajg takze mozliwos¢ lepszego planowania nauki i za-
rzadzania czasem, co przeklada si¢ na wigksza samodzielno$¢ i organizacje pra-
cy. Ponadto zastosowanie narzedzi Al, takich jak ChatGPT, Canva, DeepL czy
Midjourney, sprzyja personalizacji procesu uczenia si¢, umozliwia natychmiasto-
we uzyskiwanie informacji zwrotnej oraz rozw6j umiejetnosci korzystania z no-
woczesnych technologii. Wyniki badan wskazuja, ze AI moze réwniez zwigkszaé
zainteresowanie danym przedmiotem i motywowac do regularnej nauki, co w oce-
nie wielu studentéw pozytywnie wplywa na ich akademickie wyniki oraz konku-
rencyjnos$¢ na rynku pracy’.

! Por. K.I. Raszyd, A. Wesotowska, K. Tomaszewska, Sztuczna Inteligencja w nauce - jak stu-
denci wykorzystujg AI w edukacji wyzszej, ,Akademia Zarzadzania® 2024, nr 8 (3), s. 384-390.
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Z kolei na podstawie artykutu Katarzyny Zdancewicz i Pawla Tadejko moz-
na wskaza¢ korzysci, jakie studenci czerpia z wykorzystywania w procesie nauki
konkretnego narzedzia Al, jakim jest ChatGPT. Przede wszystkim studenci do-
strzegaja poprawe wynikow uczenia sie. Narzedzie to wspiera lepsze zrozumienie
materiatu dydaktycznego oraz ulatwia radzenie sobie ze studiami, zwlaszcza dzigki
mozliwosci szybkiego wyszukiwania informacji i klarownemu tlumaczeniu pojec.
Ponadto uzytkownicy podkreslali, ze ChatGPT przyczynia si¢ do usprawnienia
pracy, oszczednosci czasu oraz poglebienia wiedzy. Dla wielu studentow istotnag za-
letg byla elastyczno$¢ czasowa. Chodzi bowiem o to, Ze dostepnos¢ Al o dowolnej
porze umozliwia nauke wtedy, gdy jest to najwygodniejsze. Badania pokazaty, ze
studenci wykorzystywali ChatGPT przede wszystkim do takich celéw, jak: popra-
wa kodu, redakcja tekstow, ttumaczenia, rozwigzywanie zadan oraz poszukiwanie
bleddow, co swiadczy o jego praktycznej uzytecznosci w réznych aspektach procesu
uczenia sie. Co warto zauwazy¢, wiekszo$¢ badanych korzystala z narzedzia z roz-
wagg, weryfikujac uzyskiwane informacje, a wielu respondentéw deklarowato, ze
AT pozwolilo im lepiej zarzadza¢ czasem i dotrzymywaé terminéw, jednoczesnie
zyskujac czas na sen i regeneracje’.

Jarostaw Charchula wskazuje natomiast, ze sztuczna inteligencja moze wnie$¢
istotne korzysci dla edukacji akademickiej, przede wszystkim poprzez zmiang mo-
delu ksztalcenia w kierunku bardziej elastycznego i spersonalizowanego. Autor
podkresla, ze AI wspiera rozwdj adaptacyjnych systeméw uczenia sig, ktére umoz-
liwiajg dostosowanie $ciezek edukacyjnych do indywidualnych potrzeb, tempa
i stylu uczenia si¢ studentéw. Technologie te wzmacniajg takze rozwoj tzw. mysle-
nia obliczeniowego oraz kompetencji cyfrowych, niezbednych do funkcjonowania
w spoleczenstwie informacyjnym. Dodatkowo autor zauwaza, ze wykorzystanie
AT w administracji uczelni i organizacji procesu dydaktycznego moze pozwoli¢ na
lepsze zarzadzanie zasobami edukacyjnymi oraz na oszczednos$¢ czasu pracy ka-
dry akademickiej, umozliwiajac jej wieksze skupienie si¢ na zadaniach twérczych
i merytorycznych. Tym samym sztuczna inteligencja moze stac si¢ istotnym na-
rzedziem wspierajacym nie tylko efektywnos¢, lecz rowniez inkluzyjnos$c¢ i jakos¢
ksztalcenia na studiach wyzszych, o ile jej wdrozenie bedzie oparte na swiadomych
i etycznych podstawach pedagogicznych’.

Barbara Sypniewska i Grzegorz Golebiowski podkreslajg z kolei, ze dyna-
miczny rozwdj sztucznej inteligencji niesie ze sobg znaczace korzysci m.in. dla
edukacji akademickiej, zwlaszcza w kontekscie przemian cywilizacyjnych, zwia-
zanych z ksztaltowaniem nowego typu czlowieka — homo sapiens digital lub

* Por. K. Zdancewicz, P. Tadejko, Wptyw ChatGPT na wyniki studentéw w nauce, ,Akademia
Zarzadzania” 2024, nr 8 (3), s. 406, 410-414.

* Por. J. Charchula, Uniwersytet w dobie sztucznej inteligencji - szanse i zagrozenia, ,,Horyzonty
Wychowania” 23: 2024, nr 65, s. 84.
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digital human (,cyfrowy czlowiek”)". Autorzy koncentrujac si¢ na roli AI w pracy

(zwlaszcza w kontekscie nabywania kompetencji cyfrowych i samoksztalcenia),
posrednio wskazujg tym samym na implikacje dla edukacji. AI moze bowiem
wspiera¢ rozwoj kompetencji poznawczych, ulatwia¢ dostep do informacji, wspo-
maga¢ podejmowanie decyzji oraz umozliwia¢ indywidualizacje procesu uczenia
sie. Ich zdaniem technologia sztucznej inteligencji moze rowniez odcigzy¢ studen-
tow i pracownikéw akademickich z powtarzalnych zadan, pozwalajgc skupi¢ sie na
dzialaniach tworczych i wymagajacych refleksji. Cho¢ autorzy artykutu koncen-
trujg sie przede wszystkim na dylematach etycznych i zagrozeniach, to posrednio
wskazujg, Ze sztuczna inteligencja — przy etycznie odpowiedzialnym wdrozeniu -
moze stanowi¢ narzedzie wspierajgce rozwoj cztowieka oraz jako$¢ systemow edu-
kacyjnych opartych na AI w XXI w.’

Nie bez znaczenia pozostaje takze rola sztucznej inteligencji w ksztaltowaniu
postaw refleksyjnych i integracji wiedzy interdyscyplinarnej u studentéw. Na pod-
stawie artykulu Kazimierza Trzesickiego mozna bowiem wskaza¢, ze kluczowe ko-
rzy$ci zwigzane z ideg sztucznej inteligencji nie ograniczajg sie do jej zastosowan
technologicznych, lecz maja gleboki wymiar poznawczy, kulturowy i filozoficzny.
Autor ukazuje Al jako owoc dlugiej tradycji intelektualnej, ktéra siega $rednio-
wiecza i faczy w sobie racjonalne dgzenie do porzadkowania wiedzy z marzeniem
o stworzeniu narzedzia umozliwiajgcego poznanie prawdy oraz wspierajacego
twdrczos$¢ i rozumowanie. Trzesicki podkresla, ze juz koncepcje Ramona Lullusa
(znanego tez jako Doctor Illuminatus — 1232/33-1315/16)%, Athanasiusa Kirsche-
ra (1602-1680) czy Gottfrieda Leibniza (1646-17167) zawieraly potencjatl ,,sztucz-
nej pamieci” oraz generowania nowej wiedzy. Zapowiadato to wspolczesne funk-
cje Al jako narzedzia wspierajacego analize, kombinacje informacji oraz logiczne
wnioskowanie. Korzyscig ptynaca z idei Al jest takze mozliwos$¢ stworzenia uni-
wersalnego jezyka, ktory stuzylby zaréwno do precyzyjnego opisu rzeczywistosci,
jak i do komunikacji ponad barierami kulturowymi®. Trzesicki zwraca uwage, ze

* Por. B.A. Sypniewska, G. Golebiowski, Sztuczna inteligencja - dylematy etyczne, ,Przeglad
Organizacji” 2023, nr 3 (998), s. 250; M. Prensky, Digital Natives, Digital Immigrants, ,On the Hori-
zon” 9:2001, No. 5, s. 1-6.

* Por. B.A. Sypniewska, G. Golgbiowski, Sztuczna inteligencja — dylematy etyczne, s. 250-252.

¢ Autor uwaza: ,,Lullus jest tym, od ktérego mozna rozpocza¢ historie idei myslacych maszyn,
a wiec historig idei sztucznej inteligencji” (K. Trzesicki, Idea sztucznej inteligencji, ,,Filozofia i Nauka.
Studia Filozoficzne i Interdyscyplinarne” 8:2020, cz. 1, s. 74).

7 Autor zauwaza: ,Na osobie i osiggnieciach Leibniza konczy si¢ czas ksztaltowania idei
sztucznej inteligencji, a zaczyna sie historia sztucznej inteligencji” (tamze, s. 91). Podkreéla sig, ze:
»[...] nowo$cig w dociekaniach Leibniza w zakresie rozwoju idei AT jest koncepcja systemu (a nie
tylko kodowania) binarnego opisanego wraz z zasadami algorytmicznego (mechanicznego) wykony-
wania operacji arytmetycznych, a takze szkic zasad dzialania maszyny binarnej [...]” (tamze, s. 83).

¢ Leibniz dosadnie wyjaénial, ze takie narzedzie sprawi, iz ,[...] w trakcie mdwienia, sama
mocy sformutowan, gdy jezyk bedzie prowadzit umysl, nawet glupcy beda wyglasza¢ wielce
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rozwdj sztucznej inteligencji wigze sie z pragnieniem czlowieka, by stworzy¢ istote
podobna do siebie — zdolng do rozumienia, przetwarzania i tworzenia tresci — co
w szerszej perspektywie stanowi wyraz dgzen metafizycznych i antropologicznych
wpisanych w ludzkg kulture poznania’.

1.2. ANALIZA ZAGROZEN

Pomimo licznych korzysci przytoczone wyzej badanie Raszyd, Wesolowskiej i To-
maszewskiej ujawnia takze istotne zagrozenia zwigzane z wykorzystaniem sztucz-
nej inteligencji w edukacji wyzszej. Najczesciej wskazywanym problemem jest ry-
zyko nadmiernego uzaleznienia studentéw od narzedzi Al, co moze prowadzi¢
do obnizenia samodzielnosci, kreatywnosci oraz zaangazowania w proces nauki.
Studenci i wyktadowcy zwracajg uwage na ograniczong zdolnos¢ Al do interpreta-
cji kontekstu, niskg jako§¢ generowanych informacji oraz brak dostatecznej perso-
nalizacji tresci edukacyjnych. Obawy budzg réwniez kwestie zwigzane z ochrong
danych osobowych i prywatnoscig, a takze mozliwos¢ nieetycznego wykorzystania
AI w procesie oceniania czy pisania prac. Z badan dodatkowo wynika, ze techno-
logia ta moze poglebia¢ nieréwnosci cyfrowe i zaktoca¢ interpersonalne relacje
dydaktyczne, ostabiajac bezposrednig interakcje miedzy studentem a nauczycie-
lem. W ocenie wykladowcow konieczne jest zréwnowazone podejscie do integra-
¢ji AI w dydaktyce, by unikng¢ sytuacji, w ktorej technologia zastepuje krytyczne
myslenie i poglebione rozumienie tresci akademickich'.

Z kolei Zdancewicz i Tadejko — obok licznych korzysci wynikajacych z ko-
rzystania z ChatGPT (o czym byla mowa wyzej) — wskazujg réwniez na istotne
zagrozenia i ograniczenia tego konkretnego narzedzia AI w kontekscie edukacji
wyzszej. Przede wszystkim cze$¢ studentéw (7%) zauwazyla spadek motywacji
do nauki, przy czym 6,5% os6b przyznalo, ze przestalo sie stara¢, poniewaz Al
»moze zrobi¢ wszystko za nich”, a 3,2% respondentéw stwierdzito nawet, ze ich
poziom wiedzy ulega pogorszeniu wskutek korzystania z ChatGPT"'. Ponadto 39%
badanych zauwazylo, ze ChatGPT cz¢sto generuje bledne informacje, co moze
prowadzi¢ do przyswajania nieprawdziwych lub nieaktualnych tresci'?. Istotnym
problemem jest takze brak krytycznego podejscia u czesci uzytkownikow - 13,2%
studentéw nie weryfikuje informacji uzyskanych z Al, ufajac im bezgranicznie®.
Wypowiedzi otwarte ujawnily réwniez sceptycyzm i brak zaufania do doktadnosci

inteligentne zdania, dziwujac si¢ sami swojej wiedzy, bez trudu pokonujac swa umystowa niemoc,
a bedzie owe wypowiedzi rozumial nawet ktos najgtupszy” (cyt. za: tamze, s. 92).
° Por. tamze, s. 70-71.
10 Por. K.I. Raszyd, A. Wesolowska, K. Tomaszewska, Sztuczna Inteligencja w nauce, s. 382-391.
' Por. K. Zdancewicz, P. Tadejko, Wptyw ChatGPT na wyniki studentéw w nauce, s. 413.
12 Por. tamze, s. 412.

13 Por. tamze.
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odpowiedzi Al a niektorzy studenci wyrazali obawy, ze narzedzie to odbiera im
satysfakcje z samodzielnej pracy oraz ostabia rozwdj intelektualny. Cho¢ wiekszos¢
respondentéw podkreslita, ze korzystata z ChatGPT z rozwaga, autorzy stusznie
zauwazajg, ze niewlasciwe lub bezrefleksyjne uzycie moze negatywnie wplywac na
samodzielnos¢, krytyczne myslenie i jako$¢ procesu ksztalcenia'.

Réwniez Charchula wskazuje szereg istotnych zagrozen zwigzanych z wy-
korzystaniem sztucznej inteligencji w edukacji akademickiej, koncentrujac si¢ na
konsekwencjach technologicznej transformacji dla uczelni wyzszych, studentow
i systemu ksztalcenia. Przede wszystkim autor zwraca uwage na ryzyko narusze-
nia prywatnosci. Systemy oparte na Al potrzebujg bowiem ogromnych ilosci da-
nych, w tym danych osobowych studentdw, co rodzi powazne watpliwosci etyczne
i prawne. Dane te moga by¢ wykorzystywane nie tylko w celach edukacyjnych,
lecz rowniez komercyjnych. Kolejne zagrozenie dotyczy mozliwosci powielania
uprzedzen przez algorytmy sztucznej inteligencji. Systemy uczace si¢ na podsta-
wie danych historycznych mogg bowiem utrwala¢ istniejagce nieréwnosci i wy-
kluczenia, co stoi w sprzecznosci z ideg edukacji inkluzyjnej. Autor podkresla, ze
blednie skonstruowane algorytmy moga nie tylko nie eliminowac, lecz wrecz po-
glebia¢ nierdwnosci edukacyjne - zaréwno miedzy studentami w ramach jednej
instytucji, jak i miedzy uczelniami z r6znych krajow o zréznicowanym potencja-
le technologicznym i ekonomicznym. Niepokdj budzg takze wyzwania zwigzane
z naturalng w procesie edukacji miedzyosobowa interakcjg. Moze bowiem dojs$¢ do
zmiany charakteru relacji miedzy nauczycielem a studentem. Charchuta wskazu-
je, ze powszechna automatyzacja i medialna narracja o ,inteligentnych robotach”
moze prowadzi¢ do blednego przekonania, Ze nauczyciel moze zosta¢ zastagpiony
przez maszyne. W rzeczywistosci jednak Al nie jest w stanie odtworzy¢ kluczo-
wych cech procesu edukacyjnego: kreatywnosci, empatii, improwizacji i ewolu-
¢ji poznawczej, ktére sg podstawg autentycznej relacji pedagogicznej nauczyciel
— uczen. Autor porusza rowniez kwestie nieprzewidywalnosci dzialania systemow
Al Zaawansowane algorytmy, uczace si¢ na bazie duzych zbioréw danych, moga
bowiem generowa¢ nieoczekiwane rezultaty, ktore nie byly przewidziane na etapie
projektowania. Taka nieprzejrzysto$¢ dzialania rodzi pytania o odpowiedzialno$é
moralng i prawng za decyzje podejmowane przez maszyny. Zasadniczym ryzy-
kiem pozostaje takze brak dostatecznego przygotowania systemow edukacyjnych
do kontrolowanego wdrazania AI, co moze skutkowac¢ nie tyle usprawnieniem, co
chaotyczng transformacja bez odpowiednich unormowan etycznych i prawnych
oraz rozwigzan dydaktycznych®.

Takze Sypniewska i Golebiowski szczegdlowo omawiajg szereg zagro-
zen zwigzanych z rozwojem i zastosowaniem sztucznej inteligencji, ktére maja

4 Por. tamze, s. 413.
5 Por. J. Charchuta, Uniwersytet w dobie sztucznej inteligencji, s. 84-86.
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bezposrednie implikacje dla edukacji akademickiej. Autorzy wskazuja przede
wszystkim na ryzyko naruszenia podstawowych praw czlowieka, prywatnosci
i wolnosci jednostki w kontekscie systemdw monitorujgcych i profilujacych (czego
skrajnym przykladem jest system kredytu spotecznego w Chinach). Zastosowanie
podobnych narzedzi w srodowisku uniwersyteckim moze prowadzi¢ do ogranicze-
nia autonomii intelektualnej i swobody badan. Kolejnym zagrozeniem jest pogte-
bianie nieréwnosci spotecznych. Chodzi bowiem o to, ze dostep do najnowszych
technologii oraz mozliwos¢ ich pelnego wykorzystania moze przystugiwac jedynie
wybranym grupom, co sprzyja hierarchizacji i marginalizacji osob mniej uprzy-
wilejowanych. Odnosi si¢ to m.in. do edukacji akademickiej jako systemu szcze-
gblnie narazonego na tego rodzaju zagrozenie. Obawe budzi réwniez tzw. cyfrowa
nieprzejrzystos¢, to znaczy trudno$¢ w zrozumieniu, jakie mechanizmy decyzyjne
stoja za dzialaniem algorytmoéw. Moze to w konsekwencji prowadzi¢ do utraty za-
ufania m.in. wobec proceséw edukacyjnych wspieranych przez Al. Autorzy pod-
kreslajg tez zagrozenia natury antropologicznej i aksjologicznej, wynikajace z idei
transhumanizmu, ktéry promuje techniczne doskonalenie cztowieka, potencjal-
nie podwazajac jego godnos¢ i integralno$¢. Tym samym w kontekscie akademi-
ckim moze to prowadzi¢ do redukcji cztowieka do roli uzytkownika technologii,
ignorujac jego osobowy i moralny wymiar. Wreszcie autorzy zwracajg uwage na
koniecznos¢ systemowego wprowadzenia standardéw etycznych (np. kodeksow
etycznych) i mechanizméw odpowiedzialnosci (np. eksperckich zespotow etykow
czy testow etycznych), bez ktorych rozwdj Al moze skutkowa¢ nieprzewidywalny-
mi i potencjalnie nieodwracalnymi konsekwencjami m.in. dla edukacji i kultury
akademickiej's.

Warto tu jeszcze przywola¢ wyniki refleksji Trzesickiego. Cho¢ w swoim ar-
tykule Idea sztucznej inteligencji nie pisze on explicite o dydaktyce, to jego ana-
lizy dostarczajg istotnych inspiracji do krytycznej refleksji nad ograniczeniami
poznawczymi Al w edukacji, zwlaszcza jesli proces uczenia si¢ zostanie zdomi-
nowany przez techniczng logike automatyzacji i kalkulacji. Autor, nawigzujac do
Hobbesa i Leibniza, pokazuje, ze Al opiera si¢ na zalozeniu, iz ,my$lenie to forma
rachowania”’. Cho¢ takie podejscie pozwala na formalizacje proceséow poznaw-
czych, moze prowadzi¢ do zubozenia rozumienia ludzkiej racjonalnosci, redu-
kujac ja do operacji symbolicznych, pozbawionych kontekstu egzystencjalnego,
emocjonalnego czy aksjologicznego. To stanowi powazne ograniczenie w edu-
kacji, ktorej celem jest formowanie osoby, a nie tylko przetwarzanie informacji.
Trzesicki przytacza stynne zdanie Leibniza: ,,Policzmy” jako propozycje rozstrzy-
gania sporow filozoficznych przez kalkulacje'®. Jednakze, o ile kalkulacja moze

16 Por. B.A. Sypniewska, G. Golebiowski, Sztuczna inteligencja — dylematy etyczne, s. 249-252.
17 Por. K. Trzesicki, Idea sztucznej inteligencii, s. 76-77, 81-87.
18 Por. tamze, s. 85.
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wspomagac rozumowanie, to ryzykiem jest zanik dialogu miedzyosobowego i re-
dukcja poznania do obliczen. Podwaza to bowiem role edukacji jako przestrzeni
formacyjnej, rozwijajacej zdolnos¢ do namystu, interpretacji i dyskusji. Ponadto
Trzesicki pisze, ze Al wyrasta z marzenia o stworzeniu istoty ,,na podobienstwo
czlowieka”, co moze rodzi¢ pokuse budowania technologicznego absolutu, ktory
zastgpi nauczyciela, refleksje, a nawet doswiadczenie osobowe. Tymczasem - jak
sugeruje — Al nie ,,rozumie”, lecz symuluje rozumienie. Niestuszne utozsamienie
Al z poznaniem moze deformowac proces edukacyjny, zwlaszcza gdy zatraca si¢
réznice miedzy wiedza przyswojona a generowang automatycznie. Takze dazenia
do stworzenia jezyka uniwersalnego (obecne np. u Kirschera czy Leibniza), ktore
Trzesicki omawia w kontekscie historii idei AI, mogg prowadzi¢ do eliminacji wie-
lo$ci sposobdw wyrazania i rozumienia swiata. W edukacji oznaczaloby to margi-
nalizacje réznorodnych tradycji myslenia, co stoi w sprzeczno$ci z humanistycz-
nym idealem ksztalcenia uniwersyteckiego otwartego na pluralizm poznawczy*.

2. MORALNO-SPOLECZNA OCENA WDRAZANIA Al
W EDUKAC]I AKADEMICKIE] I PROPOZYCJE
PRAKTYCZNYCH ROZWIAZAN

Wykorzystanie sztucznej inteligencji w szkolnictwie wyzszym rodzi fundamental-
ne pytania o ochrong¢ godnosci osoby ludzkiej i przestrzeganie praw czlowieka.
Technologie Al powinny stuzy¢ czlowiekowi i wspiera¢ jego rozwdj, zamiast go
uprzedmiotawia¢ lub narusza¢ jego prawa®. W miedzynarodowym apelu Rome
Call for Al Ethics (2020) zaznaczono, ze rozwoj sztucznej inteligencji musi odby-
wac si¢ z poszanowaniem praw czlowieka i godnosci kazdej osoby, szczegdlnie
najstabszych, a kluczowe decyzje algorytmiczne powinny uwzglednia¢ te wartosci
jako nadrzedne®'. Podobnie Emmanual O. Oppong podkresla potrzebe podejscia
personalistycznego, ktére przedklada godnos¢ osoby ludzkiej oraz dobro wspdlne
nad efektywno$¢ technologiczng®. Bez silnego fundamentu etycznego Al moze
pogtebiac istniejagce nieréwnosci i podwaza¢ podstawowe prawa — stad koniecz-
nos¢, aby ochrona godnosci ludzkiej byla priorytetem przy projektowaniu i wdra-
zaniu systemoéw Al w edukacji. Wymaga to m.in. stalego nadzoru czlowieka nad
dzialaniem Al, tak by technologia ta rzeczywiscie stuzyta ludzkosci, zamiast jg de-
humanizowac¢ czy ograniczac jej podmiotowo$¢>.

¥ Szerzej por. K. Trzegsicki, Idea sztucznej inteligencji, s. 69-85.

20 Szerzej por. UNESCO (2022), Recommendation on the Ethics of Artificial Intelligence, s. 18-
23, <https://www.unesco.org/en/artificial-intelligence/recommendation-ethics>.

21 Por. Rome Call for AI Ethics, <https://www.romecall.org/the-call/> [dostep: 1.04.2025].

2 Por. E.O. Oppong, Ethical challenges of artificial intelligence in the light of the teachings of
Pope Francis, ,Spoleczenstwo” 34:2024, nr 3 (167), s. 98.

» Por. B.A. Sypniewska, G. Golgbiowski, Sztuczna inteligencja — dylematy etyczne, s. 251-252.
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Zasada solidarnos$ci naktada obowigzek takiego rozwijania i stosowania Al,
aby korzysci plynace z nowych technologii byly dostepne dla wszystkich, a nie
tylko dla waskiej grupy uprzywilejowanych. W kontekscie edukacji akademickiej
oznacza to dgzenie do minimalizowania wykluczenia cyfrowego - réznic w do-
stepie do narzedzi Al oraz kompetencji ich obslugi pomiedzy réznymi grupami
studentoéw. Rome Call for AI Ethics (2020) wprost nawoluje do zapewnienia, by
edukacja wspierana przez Al byla dostepna dla wszystkich, niedyskryminujaca
i oparta na zasadach sprawiedliwo$ci oraz solidarnosci**. W praktyce wymaga
to inwestycji w infrastrukture i szkolenia, aby takze studenci ze srodowisk mniej
uprzywilejowanych mieli réwne szanse skorzystania z mozliwosci oferowanych
przez AI. W tym kontekscie Sergo Kuruliszwili zwraca uwage na niebezpieczen-
stwo pojawienia si¢ nowych podziatéw spotecznych. W jego opinii w skrajnym
scenariuszu zaawansowane technologie (np. oparte na Al udoskonalenia ludzkich
zdolnosci) dostepne tylko dla najbogatszych moglyby prowadzi¢ do powstania
»nadludzi” i pogtebienia przepasci miedzy grupami spolecznymi®. Taka wizja
przypomina, ze brak inkluzyjnos$ci w dostepie do AI moze zagrozi¢ spojnosci
spolecznej. Dlatego solidarno$¢ w edukacji wymaga aktywnego przeciwdzialania
cyfrowemu wykluczeniu przez wyréwnywanie szans i projektowanie systemow
AT uwzgledniajacych potrzeby kazdego uczacego sie, w tym oséb z niepetnospraw-
no$ciami czy majacych utrudniony dostep do technologii. Tylko wtedy Al stanie
sie narzedziem tworzenia dobra wspolnego, a nie czynnikiem poglebiajagcym nie-
réwnosci.

Jedno z najpowazniejszych wyzwan etycznych wigzacych sie z zastosowa-
niem AI w obszarze edukacji stanowi tzw. stronniczo$¢ algorytmiczna (uprzedze-
nia algorytmiczne). Jak wskazano wyzej, modele uczace si¢ na historycznych da-
nych moga nieSwiadomie powiela¢ istniejace stereotypy i uprzedzenia, skutkujac
dyskryminacjg okreslonych grup studentéw (np. mniejszosci narodowych czy et-
nicznych), chociazby w procesach rekrutacji czy oceny postepéw dydaktycznych.
W tym kontekscie Oppong wskazuje, ze jednym ze sposobéw przeciwdzialania
takim zjawiskom jest wprowadzenie regularnych audytéw algorytmoéw Al oraz
wykorzystywanie zréznicowanych zbioréw treningowych, tak aby systemy byly
bardziej sprawiedliwe i uwzgledniaty réznorodnos¢ populacji*. Réwnie istotne
jest zaangazowanie interdyscyplinarnych zespoléw — w tym ekspertéw od etyki
i przedstawicieli grup narazonych na wykluczenie — na etapie projektowania al-
gorytmow. Pozwoli to wychwyci¢ potencjalne bledy i uprzedzenia jeszcze przed

** Por. Rome Call for AI Ethics, s. 2.

» Por. S. Kuruliszwili, Sztuczna inteligencia - nowe wyzwanie edukacyjne. ,Problemy
Opiekunczo-Wychowawcze” 10:2021, s. 37.

% Por. E.O. Oppong, Ethical challenges of artificial intelligence in the light of the teachings of
Pope Francis, s. 103.
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wdrozeniem systemu”. Zgodnie z zasadg bezstronnosci, sformulowang w Rome
Call for AI Ethics, systemy Al nie mogg dziala¢ w sposob stronniczy. Nalezy unika¢
tworzenia algorytmow, ktore utrwalajg niesprawiedliwe uprzedzenia, aby tym sa-
mym zagwarantowac¢ réwne traktowanie i ochrone¢ godnosci kazdego czlowieka®.
W praktyce oznacza to koniecznos¢ cigglego monitorowania decyzji podejmowa-
nych przez Al w edukacji akademickiej — np. czy system rekomendujacy kandy-
datow na studia lub oceniajacy prace studentéw nie faworyzuje lub nie krzywdzi
pewnych oséb. Tylko transparentne i sprawiedliwe algorytmy mogg zyska¢ zaufa-
nie spotecznosci akademickiej i spelnia¢ swoja role, nie naruszajgc przy tym zasad
réwnosci.

Systemy sztucznej inteligencji w edukacji czesto opieraja si¢ na gromadze-
niu i analizie duzych ilosci danych o studentach - ich wynikach, zachowaniach,
a nawet cechach osobowych. Rodzi to uzasadnione obawy o naruszenie prywatno-
$ci oraz bezpieczenstwo tych danych. Bez odpowiednich zabezpieczen informacje
o postepach studenta czy jego profilu mogg zostaé niewlasciwie wykorzystane lub
ujawnione osobom niepowotanym. Oppong podkresla w tym kontekscie koniecz-
no$¢ implementacji rygorystycznych regulacji ochrony danych (jak europejskie
RODO) oraz technik anonimizacji, aby chroni¢ prywatnos¢ jednostek przy jedno-
czesnym umozliwieniu efektywnej analizy danych przez systemy AI%.

Problem prywatnosci faczy sie $cisle z kwestig przejrzystosci algorytmicznej
i rozliczalnosci decyzji podejmowanych przez sztuczng inteligencje. Jezeli np. al-
gorytmiczny tutor przydziela okreslone $ciezki nauki lub jesli system AI ocenia
odpowiedzi studenta, zaréwno uczacy sie, jak i nauczyciel powinni méc zrozumieé
logike takiej decyzji. Postuluje sie¢ wprowadzenie swoistego ,,obowigzku wyjasnie-
nia” (ang. duty of explanation), co oznacza, ze Al powinna oferowaé uzytkow-
nikom informacje o kryteriach, jakimi kieruje si¢ przy podejmowaniu decyzji*.
Zapewniajac taka transparentnos¢, zwigksza si¢ zaufanie do systemu i umozliwia
ewentualng korekte blednych lub krzywdzacych mechanizméw. W przeciwnym
razie brak przejrzystosci stwarza ryzyko powstawania tzw. czarnej skrzynki, gdzie
ani studenci, ani wyktadowcy nie rozumiejg, dlaczego Al rekomenduje dane roz-
wigzanie, a to podkopuje zaréwno zaufanie, jak i mozliwos¢ odwotania sie od nie-
sprawiedliwych skutkéw dziatania algorytmu.

W literaturze przedmiotu zwraca si¢ tez uwage na zagrozenia czysto tech-
niczne: niska jakos$¢ lub niewiarygodno$¢ generowanych odpowiedzi przez mode-
le AI (np. chatboty) oraz ryzyko wlaman i generowania szkodliwych tresci wskutek
przejecia kontroli nad systemem. Problemy te faczg sie z ochrong uzytkownikéw -

¥ Tamze.

8 Por. Rome Call for AI Ethics, s. 3.

¥ Por. E.O. Oppong, Ethical challenges of artificial intelligence in the light of the teachings of
Pope Francis, s. 103.

% Por. Rome Call for AI Ethics, s. 3.
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jesli AI popelnia bledy lub jest podatna na manipulacje, cierpie¢ moze na tym
zaréwno prawdziwo$¢ informacji, jak i bezpieczenstwo studentéw korzystajacych
z takich narzedzi*'. Dlatego konieczne jest ustanowienie jasnej polityki dotycza-
cej prywatnosci danych oraz standardéw transparentnosci algorytméw edukacyj-
nych. Uczelnie powinny jawnie informowac, jakie dane sg zbierane i w jakim celu,
a takze zapewnia¢ uzytkownikom kontrole nad wlasnymi danymi. Jednoczesnie
tworcy systemow Al powinni projektowac je zgodnie z ideg ethics by design, tak by
kwestie prywatnosci i przejrzystosci byly uwzgledniane od samego poczatku prac
nad algorytmem?™.

Nadmierna automatyzacja dydaktyki niesie ze sobg ryzyko, ze student bedzie
postrzegany przez pryzmat danych i algorytmow, a nie jako pelnoprawny uczestnik
procesu edukacyjnego. Empatia, zrozumienie i indywidualne podejscie stanowia
cechy dobrego nauczyciela, ktére trudno zastgpi¢ nawet najbardziej zaawansowa-
ng technologia Al Co wiecej, interakcja z zywym czlowiekiem dostarcza wzorcow
komunikacji spotecznej i buduje wiez, ktorej brak moze negatywnie odbi¢ si¢ na
rozwoju emocjonalnym i spotecznym mlodych ludzi. Dlatego wielu autoréw pod-
kresla konieczno$¢ zachowania rownowagi miedzy nowoczesnymi technologiami
a tradycyjnym modelem ksztalcenia, opartym na bezposrednim kontakcie. Klu-
czowy postulat jest w tym kontekscie taki, ze AI powinna pelni¢ role wspierajaca,
a nie zastepcza — np. przejmujac rutynowe zadania administracyjne czy dostar-
czajac dodatkowych materialéw, lecz nie eliminujac interpersonalnego dialogu
miedzy nauczycielem a studentem. W przeciwnym razie moze doj$¢ do sytuacji,
w ktorej technologia zdominuje proces dydaktyczny kosztem wartosci humani-
stycznych, takich jak rozwijanie u studentéw krytycznego myslenia, empatii i re-
fleksji etycznej w oparciu o autentyczne doswiadczenia miedzyosobowe.

WNIOSKI

Na podstawie przedstawionej analizy dotyczacej wykorzystania sztucznej inteligen-
¢ji w edukacji akademickiej mozna sformutowa¢ nastepujace kluczowe wnioski.

Po pierwsze, sztuczna inteligencja wnosi istotng warto$¢ dodang do dydakty-
ki akademickiej, wspierajac studentdw w organizacji nauki, personalizacji procesu
ksztalcenia i rozwijaniu kompetencji cyfrowych. Jej zastosowanie — np. w posta-
ci narzedzi takich jak ChatGPT - umozliwia szybszy dostep do wiedzy, poprawe
wynikéw nauczania oraz wigksza samodzielnos¢ w planowaniu pracy. Al moze

31 Por. U. Swierczyniska-Kaczor, Dydaktyka w szkole wyzszej oparta na chatbocie? Analiza za-
stosowania sztucznej inteligencji na styku nauk o sztuce, sztuki i zarzgdzania - czyli w edukacji studen-
tow produkcji filmowej. W: Cyfryzacja nauki i dydaktyki szkoly wyzszej w badaniach humanistycznych
i spotecznych, red. E. Gdaniec, Bydgoszcz 2023, s. 49-66.

32 Por. Rome Call for AI Ethics, s. 3.
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réwniez odcigzac nauczycieli z rutynowych zadan, umozliwiajgc im skoncentro-
wanie si¢ na tworczych aspektach dydaktyki. Co wigcej, nowoczesne technologie
wspierajg inkluzyjnos¢ edukacyjna, otwierajac nowe mozliwosci przed osobami
z ograniczeniami dostepu do tradycyjnych form ksztalcenia. W szerszej perspek-
tywie rozwoj technologii Al sprzyja takze refleksji nad interdyscyplinarnoscig, no-
wymi formami poznania i wspolczesnym modelem ,,cztowieka cyfrowego”

Po wtdre, implementacja AI w szkolnictwie wyzszym niesie ze sobg jedno-
cze$nie istotne zagrozenia, ktore nie moga by¢ ignorowane. Wskazuje sie na ryzy-
ko obnizenia motywacji do nauki, spadku samodzielnosci i krytycznego myslenia,
a takze na niebezpieczenstwo bezrefleksyjnego zaufania do generowanych przez
Al informacji. Powazne zastrzezenia budzi takze kwestia prywatnosci, potencjalna
dyskryminacja algorytmiczna oraz mozliwo$¢ poglebiania cyfrowego wyklucze-
nia. Nadmierna automatyzacja procesu dydaktycznego moze prowadzi¢ do re-
dukc;ji relacji edukacyjnej jedynie do wymiany informacji, wypierajac tym samym
wartosci dialogu interpersonalnego, empatii i formacyjnego charakteru edukacji.
Ograniczenia poznawcze Al, zwlaszcza jej niezdolnos¢ do ,,rozumienia” w ludz-
kim sensie, moga z kolei zubaza¢ proces uczenia sig, jesli stanie si¢ ona dominuja-
cym narzedziem poznawczym.

Dlatego — po trzecie — kluczowe znaczenie ma $wiadome i odpowiedzialne
wdrazanie Al w edukacji akademickiej (i nie tylko), oparte na solidnych funda-
mentach etycznych, pedagogicznych i spolecznych. Konieczne sg dzialania syste-
mowe, ktdre zapewnig przejrzysto$¢ algorytmoéw, ochrone danych osobowych,
eliminacj¢ uprzedzen oraz réwnos¢ szans w dostepie do technologii. AI powin-
na petni¢ funkcje wspierajaca (nie zastepujacg) i by¢ narzedziem w stuzbie osoby
ludzkiej - jej godnosci, wolnosci i integralnego rozwoju. Tylko wéwczas mozliwe
bedzie zbudowanie przysztosci edukacji, ktéra wykorzystuje potencjal nowych
technologii bez rezygnacji z wartosci humanistycznych, stanowiacych fundament
misji uniwersytetu.
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Streszczenie: W artykule przedstawiono analize i ocene moralnospoleczng zastosowania sztucz-
nej inteligencji w edukacji akademickiej, koncentrujac si¢ na korzysciach oraz zagrozeniach zwia-
zanych z jej wdrazaniem. Oméwiono, w jaki sposdb AI moze wspiera¢ personalizacj¢ nauczania,
rozwdj kompetencji cyfrowych i inkluzyjno$¢ edukacyjna, a takze jakie ryzyka wiazg si¢ z auto-
matyzacja procesu dydaktycznego, utrata relacji miedzyludzkich czy naruszeniem prywatnosci.
Ocena zostata przeprowadzona w kontekscie zasad moralnospolecznych, takich jak godnos¢ oso-
by ludzkiej, solidarno$¢ i sprawiedliwos¢, co pozwolilo takze na sformulowanie propozycji prak-
tycznych rozwigzan wspierajacych odpowiedzialne wykorzystanie AI w szkolnictwie wyzszym.

Slowa kluczowe: sztuczna inteligencja, edukacja akademicka, etyka technologii, korzysci Al za-
grozenia AL



